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Foreword

Virtualization is becoming a central component of data center strategies and as a result, it is
an increasingly important aspect of the information technology strategy of many organizations.
Organizations across many different sectors and of varying sizes are working to deploy more
sophisticated computing infrastructures that use virtualization in order to maximize resource
utilization. Virtualization provides organizations with a number of advantages, including better
efficiency, better resource utilization, an improved ability to scale solutions and services while
often achieving cost savings, and significant return on investment.

However, supporting a highly virtualized computing infrastructure can be challenging for
many organizations. Managing and deploying many virtual machines can be a challenge,
and managing the many different configurations can be overwhelming, especially for
heterogeneous computing environments comprised of different kinds of servers with
different processors, cores, memory, and so on. For enterprises making use of virtualized
environments to serve core enterprise applications and house critical data, ensuring
availability and reliability in a virtualized environment can be daunting.

As the leading virtualization company, VMware too has recognized the challenges in
managing complex, enterprise datacenters and computing environments. To address
these challenges and associated complexities, it introduced vCenter and vSphere to
help administrators manage complex virtualized environments. Like many commercial
software products, vCenter and vSphere are really a suite of software components that
come in a number of different versions. While they make life easier for the administrator,
they too are complex software products.

As in many situations, learning to use a complex software suite often requires assistance
and sometimes, it is best done through examples. This book plays an important role in
helping to fill an administrator's understanding and use of vCenter and vSphere. This book
assumes that the reader/user will have access to vCenter that is deployed and has hosts
and datastores. This book notes that this could be a trial license, which should be sufficient
to allow the reader to explore vCenter and vSphere. For those in the process of acquiring
vCenter, this is a useful suggestion as it will help determine versions of vSphere that may
be needed.



Overview and informational elements

The key focus is on vCenter and vSphere and the key functions and capabilities of the
suite of software. This book covers a number of different requirements of virtualized
environments—not all environments will have all the requirements. Thus, the text can be
used by administrators across a range of environments; readers can "pick-and-choose"
the chapters that are most relevant to their needs.

The core focus of the text covers the means of dealing with key enterprise needs: Availability,
Scalability, Efficiency, and Optimization (chapters 2 to 5). The other chapters are useful as
well. Chapter 1, covers basic vCenter tasks and examines different vSphere editions (I found
this chapter particularly useful). Chapters 6 and 7 cover basic administrative tasks and ways
to improve the manageability of the virtual environment.

This book is very well written and there is consistent organization throughout the chapters.
There are numerous step-by-step instructions on how to do certain tasks and many of these
are accompanied by screenshots. This gives the book a "cookbook" flavor as there are many
recipes (in fact, the text refers to many of the steps as "recipes") for tasks, and coupling this
with the actual use of the software provides an excellent learning model.

The content

This book falls into three logical sections: Chapter 1, basics of vCenter and vSphere; chapters
2-5, central enterprise tasks; Chapters 6 and 7, basic tasks and manageability.

Chapter 1 — vCenter basis tasks and features

This chapter provides a discussion and comparison of various vSphere editions, what
software components and kits are included under the different licenses, what each license
covers (for example, CPUs), and so on. There is a very nice walk-through of the different
editions, licenses, and options, and it can be very helpful in making a choice that is most
appropriate for your organization. This chapter covers a number of basic vCenter tasks,
such as booting a VM from a virtual CD, using hosts with different CPUs in one cluster,
running vCenter on a VM, accessing hosts via SSH, and so on. There are, of course,
screenshots to help the reader. | found this chapter to be particularly useful, since

it clearly explained the different vSphere editions.



Chapter 2 - Increasing environment availability

This chapter covers vCenter's approach in dealing with availability. It covers how to configure
and tune the High Availability (HA) and Fault Tolerance (FT) options. Different scenarios are
reviewed, including prioritizing VMs for recovery, admission control, backup, and replication.
There are useful discussions on resource consumption for HA and FT, particularly on network
traffic, memory, and disk. There are also some useful "tips" or best practices since HA and
FT can impact available resources. Another useful element of this chapter is that it explains
some of the messages that the administrator may get while configuring HA and FT, and it
explains why these messages are being generated.

Chapter 3 - Increasing environment scalability

For many organizations, one main advantage of virtualized data centers is the ability to
scale. This chapter covers some of the options and features available in vCenter to improve
the administrator's efficiency. This includes templates, customizations, host profiles, and
other solutions designed to automate and simplify VM, host deployment, and configuration.
Templates enable an administrator to take a set of tasks used for the deployment of virtual
servers and package them. With this template, the administrator can deploy as many servers
as needed and perform only tasks that are different from each other. In situations where
there is a requirement to deploy many VMs in a short period of time, the process can be
automated using scripts; the use of PowerCLI scripts is covered as an alternative way to
deploy or upgrade hosts.

Chapter 4 - Improving environment efficiency

This chapter describes some features and enhancements offered by vCenter along with
vSphere 5, designed to increase environment efficiency. This includes new virtual hardware,
SCSI controllers and network cards, efficient space utilization, power consumption, and the
utilization of flash memory to make hosts and VMs faster. Of particular interest is the portion
of this chapter that covers features of vSphere that enable a reduction in power consumption
during off-peak hours, including Distributed Power Management (DPM), which allows certain
hosts to be placed in the standby mode. This chapter also provides a discussion on how to
leverage nonuniform memory access (NUMA) in modern server memory design.

Chapter 5 - Optimizing resource usage

This chapter looks at resource usage and the options available in vSphere to optimize
resource consumption. The common strategies in this area include better distribution of

load between hosts and datastores, prioritization of resource consumers according to their
importance and needs, as well as limiting resource usage, including CPU, memory, network,
and storage 1/0. Ensuring that there are enough resources, limiting resources, and balancing
loads between hosts are the responsibilities of the Distributed Resource Scheduler (DRS).
The Storage Distributed Resource Scheduler (SDRS) has been introduced in vSphere 5 to
deal with storage performance. The common tasks utilizing both of these is covered.



Chapter 6 — Basic administrative tasks

Tasks covered in this chapter, as the title suggests, are basic administrative tasks that will
help administrators increase control and visibility of their environment. These tasks include
setting up rules for virtual machine placement, setting alarms and e-mail alerts, automating
basic tasks with a scheduler (for example, powering on/off, cloning), and controlling the space
and location of snapshots. It also discusses automating VM placement with an affinity, which
is related to optimization issues discussed in Chapter 5.

Chapter 7 - Improving environment manageability

A variety of useful administrative tasks, which can make an administrator's life easier,

are covered in this chapter. These tasks can improve the overall manageability of the
environment. This chapter covers Tagging, a new feature introduced in vSphere 5, which
can help categorize objects in the environment. There is also a section that covers a new
command-line interface, esxcli, which has been introduced in vSphere 5; it offers improved
syntax and additional functionality, including network and security policies, firewall, and
VIN management.

Wrapping up

This is an excellent text for those just getting into vCenter as well as more experienced
administrators moving into more complex environments. With recipes for tasks coupled
with screenshots, it is a very useful "desk side" companion.

Michael Bauer

Professor

Department of Computer Science
The University of Western Ontario
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Preface

This book will become your assistant in the day-to-day administration of the VMware virtual
environment with vCenter Server.

My goal was to make this book as practical as possible. Each chapter is focused on detailed
steps on how to perform administrative tasks and implement solutions. The intention was to
provide the minimum amount of theory, just enough to understand what a feature does and
why it can be useful.

While there is no lack of literature about vCenter, this topic is quite broad and can't be
completely covered in one book. The selection of advice and solutions included here has
been made based on daily tasks | was challenged with during my work. So with high
probability, most of these tasks will be useful for other administrators who

work with vSphere and vCenter.

Also, one of the goals of this book was to make each recipe self-sufficient so that there is no
need to read a bunch of other articles and tips to implement a particular feature or setting.

That's why you will not be required to read each chapter from top to bottom. A reader should
be able to open a particular device and implement the solution if it suits their requirements.

Easier recipes will be useful for administrators who are just starting to work with vCenter.
More advanced administrators may benefit from solutions related to scripting and new
features introduced in vSphere 5.

With Web Client, this became available in vSphere 5 and many administrators are just
starting to learn it. As this transition is happening, | have focused my attention on both
Web Client and traditional vSphere Client, unless it's a new feature that can be configured
only in Web Client.

Finally, beside recipes with step-by-step instructions, there is general advice about NUMA
and virtual CPUs more related to planning. The principles described here are important to
keep in mind each time you create a new virtual machine.

Enjoy reading!
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What this book covers

Chapter 1, vCenter Basic Tasks and Features, covers some basic solutions administrators
may need to implement while working with vCenter.

Chapter 2, Increasing Environment Availability, covers availability solutions offered by
vCenter, including High Availability (HA), Fault Tolerance (FT), Admission Control, backup,
and replication.

Chapter 3, Increasing Environment Scalability, describes vCenter features that can improve an
administrator's efficiency. These features include templates, customizations, and host profiles.

Chapter 4, Improving Environment Efficiency, covers enhancements designed to improve an
environment's efficiency.

Chapter 5, Optimizing Resource Usage, discovers options available to administrators to
improve resource usage. These include Distributed Resource Scheduler (DRS) and Storage
DRS, VM shares, limits and reservations, and network and storage 1/0 control.

Chapter 6, Basic Administrative Tasks, covers administrative tasks that allow increasing an
administrator's control and visibility in the environment.

Chapter 7, Improving Environment Manageability, includes advice to improve an
environment's manageability by utilizing tags, new commands, netdump, virtual
switch backup, and PowerCLI.

What you need for this book

All recipes in this book assume that you already have vCenter deployed and that it already has
some hosts and datastores connected. You may be running vCenter with a trial license, which

will work just fine if you decide to try some of the solutions described. All features and settings
mentioned in this book exist in any vSphere 5 version, unless otherwise noted.

Who this book is for

VMware vCenter Cookbook is intended for system administrators who have some experience
with virtualization and already use VMware vCenter. This book will be helpful for those looking
for tips or shortcuts for common administration tasks as well as work-arounds for pain points
of vSphere administration.
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In this book, you will find several headings that appear frequently (Getting ready, How to do it,
How it works, There's more, and See also).

To give clear instructions on how to complete a recipe, we use these sections as follows:

Getting ready

This section tells you what to expect in the recipe, and describes how to set up any software or
any preliminary settings required for the recipe.

How to do it...

This section contains the steps required to follow the recipe.

This section usually consists of a detailed explanation of what happened in the
previous section.

There's more...

This section consists of additional information about the recipe in order to make the
reader more knowledgeable about the recipe.

See also

This section provides helpful links to other useful information for the recipe.

In this book, you will find a number of text styles that distinguish between different kinds of
information. Here are some examples of these styles and an explanation of their meaning.

Code words in text, database table names, folder names, filenames, file extensions,
pathnames, dummy URLs, user input, and Twitter handles are shown as follows:
"Locate the image profile using the Get -EsxImageProfile cmdlet."
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Any command-line input or output is written as follows:

$targetHost = "esxié6"

New-VM -vmhost $targetHost .

New terms and important words are shown in bold. Words that you see on the screen,
for example, in menus or dialog boxes, appear in the text like this: " To do that, close the
current dialog and click on Enable VM Storage policies per compute resource icon,
select a cluster from the list, and click on Enable."

Warnings or important notes appear in a box like this.

Q Tips and tricks appear like this.

Reader feedback

Feedback from our readers is always welcome. Let us know what you think about this book—
what you liked or disliked. Reader feedback is important for us as it helps us develop titles
that you will really get the most out of.

To send us general feedback, simply e-mail feedback@packtpub.com, and mention the
book's title in the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing or
contributing to a book, see our author guide at www.packtpub.com/authors.

Customer support

Now that you are the proud owner of a Packt book, we have a number of things to help you to
get the most from your purchase.

Downloading the color images of this book

We also provide you with a PDF file that has color images of the screenshots/diagrams used
in this book. The color images will help you better understand the changes in the output. You
can download this file from https://www.packtpub.com/sites/default/files/
downloads/3976EN_ColoredImages.pdf.



www.packtpub.com/authors
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Although we have taken every care to ensure the accuracy of our content, mistakes do happen.
If you find a mistake in one of our books—maybe a mistake in the text or the code—we would be
grateful if you could report this to us. By doing so, you can save other readers from frustration
and help us improve subsequent versions of this book. If you find any errata, please report them
by visiting http://www.packtpub.com/submit-errata, selecting your book, clicking on
the Errata Submission Form link, and entering the details of your errata. Once your errata are
verified, your submission will be accepted and the errata will be uploaded to our website or
added to any list of existing errata under the Errata section of that title.

To view the previously submitted errata, go to https://www.packtpub.com/books/
content/support and enter the name of the book in the search field. The required
information will appear under the Errata section.

Piracy of copyrighted material on the Internet is an ongoing problem across all media.
At Packt, we take the protection of our copyright and licenses very seriously. If you come
across any illegal copies of our works in any form on the Internet, please provide us with
the location address or website name immediately so that we can pursue a remedy.

Please contact us at copyrighte@packtpub.com with a link to the suspected
pirated material.

We appreciate your help in protecting our authors and our ability to bring you
valuable content.

If you have a problem with any aspect of this book, you can contact us at
questions@packtpub.com, and we will do our best to address the problem.



http://www.packtpub.com/submit-errata
https://www.packtpub.com/books/content/support
https://www.packtpub.com/books/content/support




vCenter Basic Tasks
and Features

In this chapter, we will cover the follow recipes:

Choosing the right vSphere and vCenter edition
Booting a VM from a virtual CD-ROM

Using hosts with different CPUs in one cluster

Fixing VMware tools to autostart after Linux updates
Running vCenter on a VM

Managing several vCenter Servers from one client
Accessing new vCenter features

Accessing hosts via SSH

Securing host management access

Storing host logs on a shared datastore

Configuring remote logging

Introduction

This chapter covers some basic tasks and features administrators may need to use while
working with vCenter. Most of the tips and advices in this chapter as well as in this book
assume that you already have vCenter deployed and that it already has some hosts and
datastores connected. You may be running vCenter with a trial license, which will work
just fine if you decide to try some of the how-tos in this chapter. All features and settings
described in this chapter exist in any vSphere 5 version unless otherwise noted.
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Choosing the right vSphere and vCenter

editions

The vCenter edition required for a particular environment is very much determined by the
vSphere edition in use. The vSphere edition in turn is chosen based on the size of the
environment and features that will be used.

How to do it...

To choose the vCenter edition that's right for your environment you need to:

1. Determine the vSphere features required.

2. Choose the vSphere edition based on environment size, features required,
and growth expected.

3. Select the vCenter edition if it's not included in the chosen vSphere edition.

vSphere editions

A vSphere license can be bought as part of a kit or separately. Kits include a vCenter license
while other vSphere editions require a separate vCenter license. When choosing a vSphere
edition, it may be a good idea to take a look at its kits first. An included vCenter license will
save costs. If you determine that none of the available kits include the required features and
capacity, select one of the separate vSphere editions.

The following table compares five main kits available and shows the features that are included
in each kit:

Features Essentials kits Operations management kits (vSOM)
Essentials | Essentials | Standard | Enterprise | Enterprise
Plus Plus

Physical CPUs included 6 6 6 6 6
Hypervisor + + + + +

vMotion + + + +

High Availability (HA) + + + +

Data Protection (DP) + + + +

vSphere Replication (VR) + + + +
Operations monitoring, + + +
optimization and visibility

Fault Tolerance (FT) + + +

—21
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Features Essentials kits Operations management kits (vSOM)

Essentials | Essentials | Standard | Enterprise | Enterprise
Plus Plus

Storage vMotion + + +

Distributed Resource + +

Scheduler (DRS)

Distributed Power + +

Management (DPM)

Storage DRS +

Distributed switch +

Flash Read Cache +

Kit editions are meant for smaller environments and have their limitations. Six processors
included determine that the environment cannot be larger than three servers with two
physical processors each. As a result, if there is a plan to grow the environment in the near
future, choose one of the separate vSphere editions.

The following table shows the available vSphere editions and features included:

Features Standard | Enterprise | Enterprise | Standard | Enterprise | Enterprise
Plus with with vSOM | Plus with
vSOM vSOM

Physical 1 1 1
CPUs
included

(per-CPU
license
entitlement)

Hypervisor + + +

(basic
virtualization
capabilities)

Operations + + +
monitoring,

optimization
and visibility
vMotion + + + + + +

High + + + + +
Availability
(HA)
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Features Standard | Enterprise | Enterprise | Standard | Enterprise | Enterprise
Plus with with vSOM | Plus with
vSOM vSOM
Data + + + + + +
Protection
(DP)
vSphere + + + + + +
Replication
(VR)
Fault + + + + + +
Tolerance
(FT)
Storage + + + + + +
vMotion

Distributed + + + +
Resource
Scheduler
(DRS)

Distributed + + + +
Power
Management
(DPM)

Storage DRS

Distributed + +
switch

Flash Read + +
Cache

Remember that vSphere 5 is licensed per physical CPU. For instance, two physical servers
with two CPUs each will require four vSphere 5 CPU licenses. If DRS is a requirement, four
Enterprise licenses will be needed. To take advantage of the Storage DRS, you will need four
Enterprise Plus licenses in this case.

Both the preceding tables include only the main features we believe are necessary to make
a decision. A full feature comparison can be found on the Compare VMware vSphere Editions
page at http://www.vmware.com/products/vsphere/compare.

Additional information on the existing features and editions as well as upgrade paths from
vSphere 4 can be found at the following link: http://www.vmware.com/files/pdf/
vsphere pricing.pdf
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vCenter editions
Each of the following vSphere kit editions includes one instance of vCenter:

» Essentials

» Essentials Plus

» VvSOM Standard

» VvSOM Enterprise

» VvSOM Enterprise Plus
Other vSphere editions do not include a vCenter license, and if a separate vSphere edition
has been chosen, there are two options for the vCenter edition:

» vCenter Server Foundation

» vCenter Server Standard

It is important to know that according to the End User License Agreement, customers licensed
under Essentials or Essentials Plus are not allowed to purchase any other vCenter addition.

If you need to manage more hosts, then the solution is to upgrade the existing license to
vSphere Standard or above and purchase vCenter Standard.

The following table compares vCenter editions:

Feature Essentials Foundation Standard

(part of Essentials or
Essentials Plus kit)

Maximum number 3 3 1,000
of hosts that can be

managed

Management service + + +
Database server + + +
Inventory service + + +
vSphere Clients + + +
vCenter APIs + + +
Single Sign-On + + +
vCenter Orchestrator +
Linked Mode +
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There's more...

There is also an option to purchase a support plan from VMware along with the software.
The two available options include:

» Basic: Provides support during business hours
» Production: Provides 24 x 7 support
The production support plan is recommended for critical environments. Both plans include

an unlimited number of support cases. Any of the preceding subscriptions are required for
at least one year.

VMware also offers an option for per incident support, which can be purchased in 1, 3,
or 5-incident packs. This option is available for vSphere Essentials kit only.

Booting a VM from a virtual CD-ROM

If a VM has just been created and you are trying to install the operating system from a virtual
CD-ROM, you can turn the VM on, connect the ISO image to the operating system, and reboot
the VM. It will start booting from the CD-ROM right away.

If the operating system has already been installed and you need to boot this VM from the
CD-ROM, it may be challenging, as the option to press Esc for Boot Menu is displayed for a
very short period of time:

File View VM

e @ R P e
hoenixBI0S 4.0 Release 6.0

opuright 1985-2001 Phoenix Technologies Ltd.
All Rights Reseruved

opyright 2000-2012 UHware, Inc.
Muare BIOS build 361e

ATAPL CD-ROM: UMware Virtwal IDE CDROM Drive
ouse initialized

ress F2 to enter SETUP. F12 for MNetwork Boot. ESC for Boot Menu




How to do it...

To increase the time for which this option is displayed so that you can press Esc, you'll need
to change the Power On Boot Delay value. To do that, perform the following steps:

1. Goto VM Settings | Options | Boot Options.
2. Select the Power On Boot Delay option.

3. Setthe value to 3, 000 so that the VM waits for 3 seconds for Esc.

Hardware Options |Resouroes I Profiles I vServices I

Settings
General Options
vapp Options
VMware Tools
Power Management
Advanced
General
CPUID Mask
Memory/CPU Hotplug

| Summary
p-PAC-cronl
Disabled
Shut Down
Suspend

Normal
ExposeNxflagto ...
Disabled/Disabled

Boot Options

Delay 3000 ms

Fibre Channel NPTV
CPU/MMU Virtualization
Swapfile Location

None
Automatic
Use default settings

Virtual Machine Version: vmx-09

—Firmware
Spedify the boot firmware:
% BIOS
" EFI

/&, Changing firmware may cause installed guest operating system
to become unbootable.

—Power On Boot Delay

Whenever the virtual machine is powered on or reset, I?
delay the boot for the following number of miliseconds: 3,000

—Force BIOS Setup

r iThe next time the virtual machine boots, force entry into the
5 setup screen.

—Failed Boot Recovery

™ When the virtual machine fails to find boot device,

automaticaly retry boot after I 10 3: seconds

4. The location of this setting in vCenter Web Client is similar:
o Right-click ona VM

Chapter 1
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[m]

Go to Edit Settings...

E‘D p-web20
E‘D p-web21
E‘D p-web22
{5 p-web23
{5 p-web24
{5 p-web25
{5 p-web28
{5 p-web27

Preview: p-w%

{1 Actions - p-web20
= Open Console

Shut Down Guest 0S5
3 Restart Guest 08
(55 Migrate

iy Take Snapshot

| iz Manage Snapshots...
~ 28 Clone...
Edit Seti

|

& Normal
& Normal
@ MNormal
Ay Warning
@ Normal
@ Normal
@ MNormal
Ay Warning

» Metwork adapter 1
(@) CDIDVD drive 1
Floppy drive 1

» Video card

» Other

Compatibility

Move To

Rename L
~ VM Hardw &‘, Assign tag...
» CPU Alarms »
b Ew AllvCenter Actions »
» Hard disk 1 60.00 GB

P-2012-VLAN166-192.168.16.192/26 (connected)

Disconnected e
Disconnected o7
4.00MB
Additional Hardware
ESXi 5.1 and later (VM version 9)

Edit Settings...

5. Go to VM Options | *Boot options.
6. Adjust the Boot Delay (*) setting.

1 p-web20 - Edit Settings

l Virtual Hardware | VM Options ‘ SDRS Rules | vApp Options

» General Options

WMware Remote Console
Options

WMware Tools

-

-

Power management
*Boot Options

Firmware

Boot Delay (*)

Force BIOS setup

Failed Boot Recovery

» Advanced
» Fibre Channel NPTV

Compatibility: ESXi 5.1 and later (VM version 9)

VM Name: [p-web20

[ Lock the guest operating system when the last remaote user
disconnects

Expand for ViMware Tools seltings

Expand for power management seltings

Choose which frmware should be used to boot the virtual machine:

BIOS (recomms

Whenever the virtual machine is powered on or reset, delay the boot
order for.

[2000 | milisecands

[ The next time the virtual machine boots, force entry into the BIOS
setup screen

[ when the virual machine fails to find a boot device, automatically
retry boot after:

10 seconds

Expand for advanced settings

Expand for Fibre Channel NPIV seftings




Chapter 1

Once Esc has been pressed, you'll get the Boot Menu options to choose from. Connect the ISO
image, host or local CD-ROM in VM Settings, and choose CD-ROM drive from the Boot Menu:

File View VM

En S8 &R SR

+Removable Devices
+Hard Drive

Network boot from UMuware UMXNET3

<Enter Setup>

Using hosts with different CPUs in one
cluster

One of the core vSphere features is vMotion. It allows administrators to move a running
virtual machine from one host to another without interruption.

Unfortunately, one of the requirements for vMotion is to use hosts with the same processors
so that the virtual machine that has been moved can keep running on a new host. This is
due to the fact that newer processors, even within the same family, typically have additional
features. New generations of processors can also have a different set of instructions. When
features or instructions an application is using are not available, the application will crash.

Clusters consisting of hosts with different CPU generations can use Enhanced vMotion
Compatibility (EVC) mode. In this mode, vCenter hides CPU features and instructions that
are not available on older hosts. This way, it makes all hosts' CPUs in the cluster look like
they are the same.

The obvious downside of using this feature is that the cluster's processors will all be the
same or lower than the oldest host's CPU.

Bl
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Getting ready

Things to consider before enabling the feature are as follows:

» All hosts must have either Intel or AMD processors.

» All cluster VMs running on hosts where EVC mode will be enabled must be
shut down before the feature can be turned on.

How to do it...

To enable EVC:

1. Switch to the Hosts and Clusters view.
2. Right-click on your cluster and choose Edit Settings.
3. Go to VMware EVC and click on Change EVC Mode.

Cluster Features Enhanced vMotion Compatibility (EVC) configures a duster and its hosts to maximize vMotion
vSphere HA compatibility. Once enabled, EVC will also ensure that only hosts that are compatible with
Virtual Machine Options those in the duster may be added to the duster.
VM Monitoring
Datastore Heartbeating VMware EVC Mode:  Intel® "Merom” Generation
vSphere DRS Description
DRS Groups Manager
Rules
Virtual Machine Options

Power Management : . . .
Host Options Hosts with the following processor types will be permitted to enter the duster:

@l Intel® "Merom" Generation (Xeon® Core™2)

Swapfile Location Intel® "Penryn” Generation (Xeon® 45nm Core™2)
Intel® "Nehalem” Generation {Xeon® Core™ i7)

Intel® "Westmere" Generation {(Xeon® 32nm Core™ i7)
Intel® "Sandy Bridge" Generation

Intel® "IvyBridge" Generation

Intel® "Haswell” Generation

Future Intel® processors

Applies thebaseline featureset of Intel® "Merom™ Generation(Xeo® Core™2)
processors to all hosts in the duster.

Formore information, see Knowledge Base article 1003212,

Current CPUID Details. .. | Change EVC Mode...

Cencel

4. Choose AMD or Intel depending on the host's CPU.

5. Choose the best available option for processor generation.

]




6.

" Disable EVC " Enable EVC for AMD Hosts # Enable EVC for Intel® Hosts

VMware EVC Mode:

Description
Applies thebaseline featureset of Intel® ™Merom” Generation(Xeon® Core™2)
processors to all hosts inthe duster.

Hosts with the following processortypes will be permitted to enter the duster:
Intel® "Merom” Generation (Xeon® Core™2)

Intel® "Penryn” Generation (Xeon® 45nm Core™2)

Intel® "Nehalem” Generation (Xeon® Core™ i7)

Intel® "Westmere" Generation (Xeon® 32nm Core™ i7)

Intel® "Sandy Bridge” Generation

Intel® "IvyBridge” Generation

<

Compatibility:

& Currentconfiguration

Getting Started  Summary  Monitar ‘ Manage | Related Objects

{Seuings | Alarm Definitions | Tags ‘ Permissions | Scheduled Tasks

“ VMware EVC
- Services
VMware EVC is Enabled
viphere DRS
vSphere HA » Mode Intel® "Merom” Generation
- Virtual SAN v Current CPUID Details  Expand for CPUID Feature Flags
General

Disk Management
+ Configuration
General
Virtual SAN Licensing
DRS Groups
DRS Rules
VM Overrides
Host Options

Profiles

Chapter 1

In vCenter Web Client, this setting can be found by going to vCenter | Cluster |
Manage | Settings | VMware EVC:

s
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7. Press the Edit... button next to the VMware EVC section to change EVC mode:

[ Cluster -Change EVC Mode ?)

Select EVC Mode

Disable EVC Enable EVC for AMD Hosts ») Enable EVC for Intel® Hosts
Viware EVC Mode: | Intel® "Merom” Generation &
Description

Applies the baseline feature set of Intel® "Merom™ Generation (Xeon® Core™2) processors to all
hosts in the cluster.

Hosts with the following processor types will be permitted to enter the cluster:
Intel® “Merom” Generation (Xeon® Core™2)

Intel® "Penryn” Generation (Xeon® 45nm Core™2)

Intel® "Mehalem” Generation (Xeon® Core™ i7)

Intel® "Westmere™ Generation (Xeon® 32nm Core™ i7)

Intel® "Sandy Bridge™ Generation

Intel® “lvy Bridge” Generation

Intel® "Haswell” Generation

Future Intel® processors

For more information, see Knowledge Base article 1003212,

Compatibility

@ current configuration

OK Cancel

There's more...

Virtual machines always have to be off when changing EVC mode to an older processor
generation. This is not a requirement when EVC mode is being raised. Unfortunately, in this
case, new CPU features will not be available to VMs until they are powered off and back
on. Suspending or restarting VMs is not sufficient because virtual machine EVC mode is
determined when it's turned on.

Fixing VMware tools to autostart after Linux

updates

From time to time, VMware tools that have been working fine before refuse to start
automatically when the Linux guest is rebooted. VMware tools can be started manually
using the following command:

# /etc/vmware-tools/services.sh start

Sk
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The preceding command and other commands in this book assume RHEL
S or CentOS and can be different for Debian or other Linux distributions.

The following error message may be displayed:

In most cases, this issue is related to recent OS updates; in particular, the Linux kernel
update, which breaks the existing VMware tools installation.

As servers are not rebooted often, it may be hard to correlate the issue of VMware tools
not starting automatically and OS updates.

How to do it...

To fix the issue, simply reinstall VMware tools the same way they were installed the first
time. The following commands have been tested on CentOS 5 and depending on the Linux
distribution, the commands you use and their sequence may be different.

1. Initiate the VMware tools installation by going to VM menu and then navigating
to Guest | Install/Upgrade VMware Tools:

File View |¥M

| Power 4
Guest 4 Answer Question...

ent0s riEE ' Send Ctrle Alt+ del
ternel @ Edit Settings... Install/Upgrade YMware Tools |

2. For Linux guest, the Automatic option will not be available. Click on OK.

&) Install/Upgrade Tools = =

{* Interactive Tools Upgrade
Use this option to change the installed YMware tools component.

vCenter will upgrade VMware tools without interacting with the guest OS.
The virtual machine will automatically reboot after the upgrade, if needed.

Advanced Options: |

Upgrade behaviour can be adjusted using advanced options. Consult the
vCenter documentation about using these options.

Help oK | Cancel

[}
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3. The VMware tools ISO image from the ESXi host will be connected to the virtual
CD-ROM of the VM.

4. Mount the image as follows:

# mount /dev/cdrom /mnt/cdrom

5. Extract the archive with VMware tool's installation files:
# tar xzvf /mnt/cdrom/VMwareTools-<x.X.X-XXxXX>.tar.gz -C /tmp/
6. Start the installation. Switch -4 is for the unattended installation with default
settings:
# cd /tmp/vmware-tools-distrib/

# ./vmware-install.pl -d

7. Reboot the virtual machine. VMware tools should start automatically as soon
as the guest OS is back up:

# shutdown -r now0

There's more...

Additional details about the issue can be found in the VMware KB 2050592 article on the
VMware Knowledge Base website at http://kb.vmware.com/kb/2050592.

Running vCenter on a VM

Administrators have three options when it comes to deploying the vCenter Server. vCenter can
be imported as a Linux-based virtual appliance or it can be installed on a physical or virtual
Windows Server.

7\

Liqux Windows
appliance VM

PHYSICAL (Windows)

How to do it...

For smaller environments, it makes sense to choose a vCenter appliance. Its installation
and configuration is easier than deploying your own vCenter Server:

1. Download the vCenter Server Appliance from my . vmware . com.

Sz
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2. Deploy the appliance from a template using the Deploy OVF Template... option
from the File menu.

File | Edit View Inventory Administration Plug-ins Help
Mew i tory b Qa WMs and Templates
Deploy OVF Template... |
Export 3
Report Ll Production
Browse VA Marketplace... Virtual Machines WEEELER 20 SR E T
Print Maps
Exit Name S

3. Open your web browser and goto http://<ip address of virtual
appliance>:5480.

4. Log in using the default credentials to configure vCenter:
o Username: root
o Password: vimware

5. After logging in, go through the steps of the configuration wizard to start using
the appliance.

vCenter Appliance has its limitations. First of all, if an embedded database is used, this server
will be able to manage only up to five hosts and up to 50 virtual machines. In vSphere 5.5,
this limit has been increased to 100 hosts and 3,000 virtual machines.

Also, this solution doesn't support the Linked Mode configuration. More information about the
supported services and limitations can be found in the Knowledge Base article KB2002531
athttp://kb.vmware.com/kb/2002531.

vCenter Server on a VM
Running the vCenter Server on a virtual machine offers all virtualization advantages:

» No additional hardware is needed, which means savings and flexibility.

» Administrators can take advantage of using high availability features offered by
vSphere—HA or FT.

» vMotion offers additional flexibility and higher uptime.

» Snapshots can be utilized as a rollback option.
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Virtual machines are easier to manage but at the same time, there are a few concerns
related to this approach:

1. The main concern is that issues with the vSphere environment potentially can
affect the vCenter Server and as a result, the administrator's ability to manage
the environment and troubleshoot issues.

For example, if a host where vCenter VM is running becomes unavailable, vCenter
is not accessible until it's restarted and comes back online. In certain cases, HA fails
to restart some VMs so vCenter may become unavailable for a longer time.

The administrator can connect to hosts directly using the vSphere Client but in this
case, the core features offered by vCenter will not be available.

2. Another concern is related to environments that have only one host. Certain tasks
such as ESXi updates require host maintenance mode, which means that all VMs
need to be turned off. In this case, the vCenter Server has to be shut down and thus,
Update Manager can't be used.

Updating ESXi from the command line can be more time consuming and challenging
in certain cases. In other words, running the vCenter Server on a VM in environments
with only one ESXi host can introduce some administrative difficulties.

In general, a single ESXi host with vCenter Server VM is not a recommended
s design option for the enterprise environment.

Managing several vCenter Servers from one

client

There is a way to manage more than one vCenter Server from the same vCenter client. This
is accomplished by using Linked Mode groups. Linked Mode group is a group of vCenter
Servers that allows managing other members by connecting to any one of them.

Getting ready

This feature is available only in vCenter Server Standard edition and cannot be used with
vCenter Server Appliance (vCSA).
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The main requirement is that all group members must run the same version of vCenter.
Other requirements are as follows:

>

Members must belong to the same Active Directory domain or different domains
that have two-way trust relationships with each other.

DNS has to be operational for Linked Mode groups to work properly.
vCenter must be licensed or in evaluation mode.

The domain account is the local administrator on both vCenter Servers—the one
that is being joined to the group and the target server.

How to do it...

To be able to manage additional vCenter Servers, they need to be joined to the Linked
Mode group.

Joining vCenter to a group

The vCenter Server can be joined to a group either during installation or any time after.
The Linked Mode group is created when the first member is being joined to a group that
doesn't exist.

To join the running vCenter Server to the existing Linked Mode group, follow the ensuing steps:

P NP

o

8.

On the vCenter Server, go to Start | All Programs | VMware.
Run vCenter Server Linked Mode Configuration.
Select Modify linked mode configuration.

Click on Join this vCenter server instance to an existing linked mode group
or another instance.

Click on Next.
Enter the FQDN of an existing member and LDAP port.

In case role conflict has been detected, choose a way to resolve it. You can either
let vCenter rename the group or you can rename it yourself.

Restart the vCenter Server.

If a member that is being joined to the Linked Mode group is running an older version of
vCenter than other members of the group it has to be upgraded. Also, if vCenter on a
member is upgraded, it will be disconnected from the group.




vCenter Basic Tasks and Features

Removing vCenter from a group
To remove vCenter from a Linked Mode group, execute the following steps:

On the vCenter Server, go to Start | All Programs | VMware.
Run vCenter Server Linked Mode Configuration.

Choose Modify linked mode configuration.

PN P

Select Isolate this vCenter server instance from linked mode group and
click on Next.

o

Click on Continue and then on Finish.

6. Reboot the vCenter Server.

Accessing new vCenter features

vSphere 5 introduced a new web client, which can be used to manage the environment
along with the traditional vSphere Client we used before.

vCenter Web Client is just another way to access the environment using a web browser.
Three major browsers—Internet Explorer, Firefox, and Chrome—are supported.

Web Client becomes the main administrative interface starting with vSphere 5.1 and while
vSphere Client can still be used, a lot of new features introduced in vSphere 5 are available
only through Web Client.

Some of these new features are:

» Datastore cluster and Storage DRS
» vSphere Replication

» vSphere Data Protection

» Enhanced vMotion

» Drag-and-drop actions as well as bulk operations for vSphere objects

How to do it...

1. To access your vSphere environment using Web Client, open your web browser and
pointitto https://<vCenter Server IP address>:9443/vsphere-client.

2. Onthe VMware vSphere welcome page, click on the Log in to vSphere Web
Client link.




username: | VMware vSphere Web Client
rasswors: -
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3. From this page, you will be able to log in to vCenter using the same credentials that

work for older clients.

Take a look at the following error message:

VMware vSphere
Welcome

In order for this direct link to work, you must first log in to the
wSphere Web Client at least once from https://{webclient-
host} :{webclient-https-port}.

[}
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If the preceding error message is displayed, add port 9443 after the vCenter Server address
or name in the URL: https://<vcenter-servers>:9443/vsphere-client/. This will
take you to the same login page, assuming vCenter was installed with default port settings.

Accessing hosts via SSH

In certain cases, you may need to access the ESXi host via SSH. This may be needed to run a
script, troubleshoot an issue, or use a command or a feature not available via vSphere Client.

How to do it...

SSH access to ESXi hosts is disabled by default and can be enabled using the ESXi console
and command line or through vCenter. To enable it from vCenter:

1. Allow SSH port through the host's firewall.

2. Start the SSH service on the host.

Opening the SSH port on the firewall
To allow the SSH port through the firewall on the ESXi host, execute the following steps:

1. Go to the Hosts and Clusters view.
2. Select the host and go to the Configuration tab.
3. Click on Security Profile on the left.




4. Click on the Properties... link next to the Firewall section.

Tasks &Events | Alarms

Permissions

Maps
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Storage Views

Hardware

Processors

Memory

Storage
Networking
Storage Adapters
Network Adapters
Advanced Settings
Power Management

Software

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Power Management

Virtual Machine Startup/Shutdown

Virtual Machine Swapfile Location
»  Security Profile

Host Cache Configuration

System Resource Allocation

Agent VM Settings

Advanced Settings

1/0 Redirector (Active Directory Service)

snmpd

Network Login Server (Active Directory Service)

Ibtd

vSphere High Availability Agent
vpxa

ESXi Shell

xorg

Local Security Authentication Server (Active Directory Service)

NTP Daemon
vprobed
SSH
Direct Console UL
CIM Server
Firewall

Incoming Connections
CIM Secure Server
SSH Server
CIM Server
DHCP Client
NFC
vSphere Web Access
vMotion
vSphere High Availability Agent
DNS Client
Fault Tolerance
SNMP Server
vSphere Client
CIM SLP

Outgoing Connections
Software iSCSI Client
NTP Client
woL
HBR
DHCP Client
NFC
vMotion
vSphere High Availability Agent
DNS Client
Fault Tolerance
VMware vCenter Agent
CIM SLP

5989 (TCP)

22 (TCP)

5988 (TCP)

68 (UDP)

902 (TCP)

80 (TCP)

8000 (TCP)
8182 (TCP,UDP)
53 (UDP)
8100,8200,8300 (TCP,UDP)
161 (UDP)
902,443 (TCP)
427 (UDP,TCP)

3260 (TCP)

123 (UDP)

9 (UDP)
31031,44046 (TCP)
68 (UDF)

902 (TCP)

8000 (TCP)

8182 (TCP,UDP)

53 (UDP,TCP)
80,8100,8200,8300 (TCP,UDP)
902 (UDP)

427 (UDP,TCP)

Refresh

Refresh

All
All
All
All
All
All
All
All
All
All
All
All
All

All
All
All
All
All
All
All
All
All
All
All
All

Properties.. |

Properties.. |

s
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5. The Firewall Properties window will open. Check SSH Server under the

=

Secure Shell section.

Remote Access

By default, remote dients are prevented from accessing services on this host, and local dients are prevented from

accessing services on remote hosts.

Select a chedk box to provide access to a service or dient. Daemons will start automatically when their ports are
opened and stop when all of their ports are dosed, or as configured.

| Label | Incoming Ports

| Outgoing Ports | Protocols | Daemon

Required Services
Secure Shell

SSH Server

NfA

O ssHClient
Simple Network Management Protocol
Ungrouped

DNSClient

VM serial port connectedto vSPC

NTP Client

Fault Tolerance 8100,8200,8300

—Service Properties

NfA

53 N/A
0-65535 NfA
123 Running
80,8100,8200,8300 NA

General

Service:

Padage Information:

55H Server

Firewall Settings

Allowed IP Addresses:

Firewall... l Options. .. |

Cancel | Help
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6. Click on the Firewall button to allow only certain IP addresses to connect. Click on

OK when finished to apply the changes.

In Web Client, perform the following steps:

1. Select a host.

2. Goto Manage | Settings | Security Profile.

Getting Started  Summary  Monitor | Manage | Related Objects

[Samngs| Networking ‘ Storage ‘ A\armDeﬂnitmns‘ Tags‘ Permissions

a“

w Virtual Machines
Default Vi Compatibility
VM Startup/Shutdown
Agent VI Settings
Swap file location

~ System
Licensing
Host profile
Time Configuration
Authentication Services
Power Management
Advanced System Settings
System Resource Allocation
System Swap

w Hardware
Processors
Memory

Power Management

Firewall

~ Incoming Connections
CIM Server

CIM Secure Server

CIM SLP

DHCPvB

NFC

DHCP Client

DNS Client

Fault Tolerance
vSphere High Availability Agent
SNMP Server

88H Server

vhlotion

vSphere Client

vSphere Web Access

~ Outgoing Connections
CIM sLP

DHCPv6

5988 (TCP)
5989 (TCP)

427 (TCP,UDP)
546 (TCP,UDP)
902 (TCP)

68 (UDP)

53 (UDP)
£200,8100,8300 (TCP,UDF)
8182 (TCP,UDP)
161 (UDP)

22 (TCP)

8000 (TCP)
902,443 (TCP)
80 (TCP)

427 (TCP,UDP)
547 (TCP,UDP)
44046,31031 (TCP)
902 (TCP)

9 (UDP)

All
Al
Al
Al
Al
Al
Al
Al
Al
Al
Al
Al
Al
Al

Al
Al
Al
Al
Al

e

3. Click on the Edit... button next to the Firewall section.

s
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4. Select the SSH Server option and click on OK as shown in the next screenshot.

~\lQ To allow connections from only certain IP addresses, uncheck the Allow

connections from any IP address option and enter the IP addresses
separated by commas.

[d p-esxit: Edit Security Profile ?) M
To provide access to a service or client, check the corresponding box.
By default, daemans will start automatically when any of their ports are opened, and stop when all of their ports are closed.
Name Incoming Ports Outgoing Ports Protocols Daemon
Required Semvices -
Secure Shell
[ 23H Client 22 TCP NIA
[+ sSH Server 22 TCP /A
Simple Metwark Man...
Ungrouped -
= Senice Details NIA
Status NIA
« Allowed IP Addresses Allow connections from any IP address
IP Addresses [] Allow connections from any IP address
[ ok || cancel ||

Starting an SSH service

To start an SSH service on the host from the same place under Configuration | Security Profile:

1. Click on the Properties... link next to the Services section.

=




2. Select SSH in the list of services and click on Options....
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@

Services Properties

Remote Access

By default, remote dients are prevented from accessing services on this host, and local dients are prevented from

accessing services on remote hosts.

Unless configured otherwise, daemons will start automatically.

Label | Daemon |
vSphere High Availability Agent Running
vpxa Running
ES¥i Shell Stopped
xorg Stopped
Local Security Authentication Serv...  Stopped
NTP Daemon Running
vprobed Stopped
S5H Stopped

Status
’7 Stopped
—Startup Policy

" Start automatically if any ports are open, and stop when all ports are dosed
¢ Start and stop with host
' Start and stop manually

—Service Commands

Start Stop Restart

oK I Cancel

Help |

ancel |

Help

3. Click on the Start button.

4. Once the service starts, both windows can be closed.

From Web Client, perform the following steps:

1. Select a host.

2. Goto Manage | Settings | Security Profile.

=]
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3. Scroll down to the Services section.

Geffing Stated  Summary  Monitor \ Manage \ Related Objects

‘ Semngs| Networking | Storage ‘ Alarm Definitions ‘ Tags‘ PEHTIISSIUHS‘

“ DHCP Client 68 (UDP) Al
~ Virtual Machines DNS Client 53 (TCP,UDP) Al
Default VI Compatibility Fault Tolerance 80,8200,8100,8300 (TCP,UDF) Al
VM Startup/Shutdown vSphere High Availability Agent 8182 (TCP,UDP) Al
Agent VM Settings Software iSCSI Client 3260 (TCP) Al
Swap file location G 123 (UDP) Al
~ System syslog 514,1514 (TCP.UDP) .
" VMotion 8000 (TCP) Al
Lo 2 Viiware vCenter Agent 902 (UDP) Al

Time Configuration

Authentication Services Services
Power Management Direct Console Ul
ESXi Shell

Advanced System Settings ssH

System Resource Allocation  |btd

Local Security Authentication Server (Active Directory Service)
1/0 Redirector (Active Directory Service)

System Swap Network Login Server (Active Directory Service)
~ Hardware NTP Daemon
CIM Server
Processors
snmpd
Memory vSphere High Availability Agent
Power Management vprobed
vpxa
xarg

4. Click on the Edit button.
5. Select SSH from the list.
6. Click on Start.

) p-esxit: Edit Security Profile

To provide access to a senvice or client checkthe corresponding box
By default daemons will start automatically when any of their ports are opened, and stop when all of their ports are closed

Name Daeman

Direct Console UI Running -
ESXi Shell Stopped

SSH Stopped

Ibtd Running

Local Security Authentication Server (Active Directory Servic...  Stopped
10 Redirector (Active Directory Service) Stopped =

+ Senice Details  Stopped
Status Stopped

(st I ]

Mote: Action will take place immediately

Startup Policy [Start and stop manually |VJ

Start and stop manually
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There's more...

Now you will be able to access the ESXi command line using the SSH client.

Note that when SSH service is running on the host, vCenter marks it with
a yellow exclamation mark as it is a configuration issue. Enabling SSH is
considered to be an insecure practice.

Chapter 1

[, [p-esxil

g pesaz Configuration Issues

E p-esxi3 55H for the host has been enabled

B p-esaid

E p-esxis General Resources

B p-essis ]

@ Custom | | Manufacturer: Dell Inc. CPU usage: 4819 MHz Capadty

& High Cr Model: PowerEdge 1950 e 8x 2.826 GHz
& HighM CPU Cores: 8 CPUs x 2,820 GHz Memory usage; 20225.00 MB Capadty

& LowCP Processor Type: Intel(R) ¥eon{R) CPU i 32762.87 MB
& Normal E5440 @ 2.83GHz

Securing host management access

When it comes to managing ESXi hosts, there are a few interfaces available to perform

management tasks:

>

>

>

>

Common Information Model (CIM), which is used for vCenter Server access.

Direct Console User Interface (DCUI), which is also known as the ESXi console.
Tech Support Mode (TSM)
o Local—console access to the ESXi command line.

o Remote—SSH access to the ESXi command line.

vSphere Application Programming Interface (API) such as vSphere Client,
PowerCLlI, vCLI, and so on.

Remote TSM has been covered in the Accessing hosts via SSH recipe in this chapter.
Local TSM and DCUI are console options available if you have physical access to the host
or remote console access such as iDRAC.
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All interfaces except vSphere API can be managed from vCenter under host Configuration |
Security Profile | Services:

Remote Access

By default, remote dients are prevented from accessing services on this host, and local dients are prevented from
accessing services on remote hosts.

Unless configured otherwise, daemons will start automatically.

Label | Protocols | Daemon |
vSphere High Availability Agent Running
vpxa Running
ESXi Shell Stopped
xorg Stopped
Local Security Authentication Serv... Stopped
NTP Daemon Running
vprobed Stopped
S5H

Direct Console UI Running
CIM Server Running

— Service Properties
General

Service: ESXi Shell

Package Information: esx-base
This VIB contains all of the base functionality of vSphere ESXi.

Options... |

Cancel | Help

Both TSM options can also be configured from the DCUI console.
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The following table summarizes different management interfaces and where each one can

be configured:

Management Description Configuration from Configuration from
interface vCenter DCUI
CIM vCenter access Host's Services
DCUI ESXi console Host's Services
Local TSM Console CLI Host's Services Troubleshooting menu
Remote TSM SSH access to CLI Host's Services Troubleshooting menu
APIs vSphere Client,

PowerCLI, vCLI

VMware offers a way to secure management access to hosts called Lockdown mode.

Lockdown mode is a security feature, which limits the administrator's ability to manage the
ESXi host only through vCenter. When a host is in this mode, the administrator cannot use the
command line or run scripts. Also, any third-party software cannot get or change any settings

on this host.

[ User root will still be able to access DCUI but not TSM. ]

The following table summarizes each management interface's behavior in Normal and

Lockdown modes:

Management Normal mode Lockdown mode

interface

CiM User and group permissions Only vCenter server

DCUI User root and users with Only root user
administrator rights

Local TSM Only root user None

Remote TSM Only root user None

APIs User and group permissions Only vCenter vpxuser

Additional security always means inconvenience. If the vCenter VM crashed or didn't come up
after the reboot, and access to vCenter has been lost, ESXi has to be reinstalled on hosts that
are in Lockdown mode to restore access.
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How to do it...

To enable lockdown mode from vCenter, execute the following steps:

1. Lockdown mode can be enabled per host by going to Configuration |
Security Profile:

Performai Configuration &Events | Alarms Hardware Stat:
dapters P
Advanced Settings £sxi shell
xorg
Power Management Local Security Authentication Server (Active Directory Service)
NTP Daemon
Software
vprobed
Licsnsed Features S5H
Time Configuration Direct Console UL
DS and Routin C1 Server
“ Firewall Refresh Propertis...
Authentication Services
Incoming Connections
Fower Management CIM Secure Server 5969 (TCP) All
Virtual Machine Startup/Shutdown SSH Server 22 (TCP) All
Virtual Machine Swapfile Location CIM Server 5988 (TCP) Al
+ Security Profile DHCP Client 68 (UDF) Al
NFC 902 (TCF) Al
Host Cache Configuration
y vSphere Web Access 80 (TCR) Al
System Resource Allocation “Motion 8000 (TCP) Al
Agent VM Settings vSphereHigh Availability Agent 182 (TCP,UDP) Al
Advanced Settings DNS Client 53 (UDP) All
Fault Tolerance 8100,8200,8300 (TCP,UDP) All
SNMP Server 161 (UDP) Al
vSphere Client 902,443 (TCF) All
CIM 5L 427 (UDP,TCP) Al
Outgoing Connections
Software iSCSI Client 3260 (TCP) All
NTP Client 123 (UDP) Al
woL 9 (UDP) Al
HER 31031,34046 (TCP) Al
DHCP Client 68 (UDF) Al
NFC 902 (TCP) Al
vMotion 8000 (TCP) All
vSphereHigh Availability Agent 8182 (TCP,UDF) All
DNS Client 53 (UDP,TCF) Al
Fault Talerance 80,8100,8200,8300 (TCP,UDP) Al
VMware vCenter Agent 902 (UDP) Al
CIM 5LP 427 (UDP,TCF) All
Lockdown Mode Edit...
When enabled, lockdown mode prevents remote users from logging directly into this host. The host will only be accessible through local console or an authorized
centralized management application.
Lockdown Mode: Disabled

2. Click on Edit next to Lockdown Mode, select Enable Lockdown Mode, and click on OK:

When enabled, lockdown mode prevents remote users from logging
direcly into this hast. The host will only be accessible through local
console or an authorized centralized management application.

If you are unsure what to do, leave this box unchedked.

V¥ Enable Lockdown Mode

o]
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All the existing vCenter Client connections to the host will be dropped
immediately.
»  Users that are currently logged in to DCUI or TSM will still have access
after Lockdown mode has been enabled until they log off. Logged in
' users will not be able to switch Lockdown mode off in this case.
All the existing user and group permissions will be restored once
Lockdown mode is disabled if it was enabled from vCenter.

To enable Lockdown Mode from Web Client, execute the following steps:

1. Select a host.

Go to Manage | Settings | Security Profile.
Scroll down to the Lockdown Mode section.
Click on the Edit next to the section.

Check Enable Lockdown Mode.

Click on OK.

o ok~ w DD

When enabled, lockdown mode prevents remote users from
logging directly into this host. The host will only be accesible
through the local console or an authorized centralized
management application.

Ifyou are unsure what to do, leave this box unchecked.

[/] Enable Lockdown Mode

[ ok || cancel
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Enable Lockdown mode from the ESXi console

To enable Lockdown mode from DCUI, press F2, log in with the root user, move the cursor to
the Configure Lockdown Mode item, and press Enter.

System Customization Configure Lockdown Mode

Configure Password Enabled

Hhen enabled, lockdown mode prevents
Configure Management Netwmork users from logging directly into
Restart Management Network this host. The host will only be
Test Management Hetwork accessible through this local
Dizable Management Metwork console or an authorized centralized

Restore Standard Switch management application.
Configure Reyboard

View Support Information
UView Systemn Logs

Troubleshooting Options

Reset System Configuration
Rerove Custom Extensions

<Up~sDomWn> Select <Enter> Change ¢Esc? Log Out

UMnare ESXi 4.1.8 (UMKernel Release Build 328137)

M All the existing user and group permissions will be lost once Lockdown
Q mode is enabled from DCUI so the best practice is to use vCenter to
enable Lockdown.

Storing host logs on a shared datastore

ESXi server logs are stored locally by default on each host in the /var/1og directory. In
certain cases, there is a requirement to store logs on a datastore.

Possible scenarios are hosts without local storage, where all locally stored logs disappear
after reboot, compliance requirements where there is a requirement to store logs in an
alternative location, or space concerns where there are many hosts and the administrator
has to keep older logs.

=
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How to do it...

vCenter allows redirecting ESXi logs to one of the datastores accessible to the host. This can
be accomplished by going to Configuration | Advanced Settings | Syslog by changing the
variable Syslog.global.logDir to an appropriate value [Datastore]/Folder:

- DataMover

.. DCUI

- Digest

.. DirentryCache
- Disk

.. F55

- FT

.- Irg

. LPage

. LSOM

- Mem

- Migrate
- Misc

- Met

. NFS

- Numa

.- PageRetire
.. Power

.. RdmFilter
. ScratchConfig
- S5l

.. §E

- SunRPC
- SyMotion
2 (Syslog

- User

- UserVars
. \MFS

- WMF53

- VMkernel
- XvMotion

Syslog.global.defaultRotate
Default number of rotated logs to keep. Resetto default on zero.

Min: 0 Max: 100

Syslog.global. defaultSize
Default size of logs before rotation, in KiB. Reset to default onzero.

Min: 0 Max: 10240

Datastore path of directory to outputlogs to. Resetto default on null. Example: [datastoreName]/lo..

Syslog.global.logDirUnique

Place logs in a unique subdirectory of logdir, based on hostname.

Syslog.global.logHost

The remote host to output logs to. Resetto default on null. Multiple hosts are supported and must be

Syslog.loggers. auth.rotate
MNumber of rotated logs to keep forthis logger. Reset to default on zero.

Min: 0 Max: 100

[ ox ]
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In vCenter Web Client, these options can be found by going to Host | Manage | Settings |
Advanced System Settings, as shown in the following figure:

Getting Started  Summary  Monitor | Manage | Related Objects

[Setﬁngs| Metwarking | Storage | Alarm Definitions | Tags| Fermissions

44 Advanced System Settings

w Virtual Machines P
Default VM Compatibility e —
VO] ST Scsi TimeoutTMThreadhin 1
Agent VI Settings Scsi TimeoutTMThreadMax 16
Swap file location ScsiTimeoutTMThreadExpires 1800

w System Scsi.TimeoutTMThreadRetry 2000
Licensing Scsi.TimeoutTMThreadLatency 2000
Host profile Scsi.ScsiRestantStalledQueuelatency 500

Time Configuration Scsi.CompareLUMNumber

Authesticalion Senices ScsilUseAdaptiveRetries

Scsi.ChangeQErmrSettin
Power Management g g

1
1
1
- Scsi.ScanSync 0
Advanced System Settings
Scsi.FailvMIOonAPD 0
System Resource Allocation .

SunRPC. WorldletAffinity 2
4

SR AT SunRPC.MaxConnPerlP

TRETETED SUnRPC.SendLowat 25
~ Hardware SwMation. SvMotionAvaDisksPervi 8

Processors Syslog.global defaultRotate 8

Memory Syslog.global defaultSize 1024

Power Management Syslog.global.logDir [p-vmfs-iso] p-esxil-systemlogs
Syslog.global logDirlnique false
Syslog.global.logHost udp:192.168.15.81:514
Syslog.loggers Xorg.rotate 8
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There's more...

Once this change is made, you will see log files created in the configured folder if you browse
the datastore.

From the same Advanced Settings section, you can configure the additional logging options:

Option Description

Syslog.global.logDirUnique If chosen the ESXi syslog will create a separate
folder for this host in the specified logging
folder. The folder will be named with the ESXi
hostname.

This option is helpful when the logging folder is
shared between more than one host.

Syslog.global.defaultRotate | Thisis the maximum number of log files to
keep after rotation.

Syslog.global.defaultSize This is the maximum log file size in kilobytes.
Once reached, the log file will be rotated.

The same logging parameters can also be configured from the ESXi command line using the
esxcli system syslogcommand.

For example, to validate logging settings configured from vCenter use:
esxcli system syslog config get

VMware KB 2003322 gives more details about configuring syslog, including CLI command
sequence, which is available at http://kb.vmware.com/kb/2003322.

Configuring remote logging

For compliance and security reasons, administrators may need to redirect ESXi logs to a
remote syslog server.



http://kb.vmware.com/kb/2003322
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How to do it...

This configuration is done by going to Configuration | Advanced Settings | Syslog
and changing the variable Syslog.global.logHost t0 <protocols>://<syslog
host>:<port> as shown in the following screenshot:

- DataMover

- DCUL
Digest Default number of rotated logs to keep. Resetto default on zero.
DirentryCache
Disk Min: 0 Max: 100
Fss
FT Syslog. global, defaultSize
HBR

-~ Irg

- LPage

- LSOM

- Mem
- Migrate Syslag.global.logDir —

Datastore path of directory to outputlogs to. Reset to default on null. Example: [datastoreName]flo..

Syslog.global. defaultRotate

Default size of logs before rotation, in KiB. Reset to default onzero.

Min: 0 Max: 102490

- PageRetire Syslog.global.logDirUnique
- Power
. RdmFilter Placelogs inaunigue subdirectory of logdir, based on hostname.

- ScratchConfig

Syslog.global . logHost idp:/f192. 168.15.81: 514

The remote host to output logs to. Reset to default on null. Multiple hosts are supported and must be

loggers

User Syslog.loggers.auth.rotate 8

UserVars
VMFS Number of rotated logs to keep forthis logger. Reset to default onzero.

VMFS3
A vMkernel

Min: 0 Max: 100

From Web Client, perform the following steps:

1. Goto Manage | Settings | Advanced System Settings.
2. Select the Syslog.global.logHost option in the list.
3. Click on the Edit button above the list.
4. Adjust the value of the Syslog.global.logHost option.
5. Click on OK.
[ esxi-01-Edit Advanced Option (2 »

Syslog.global.logHost: |udp:/192.168.15.81:504

The remote host to output logs to. Reset to default on null. Multiple hosts are supported and must be separated with comma 1

NEQ
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In most cases, syslog uses UDP and that's why in case of high logging
- volume or high network utilization, some log entries may be lost.

Consider this when planning the logging infrastructure.

You can configure the syslog and datastore logging mentioned in storing
host logs on a shared datastore at the same time for each host.

Also, administrators may need to configure the ESXi firewall to allow outbound syslog traffic.
This is done by going to Configuration | Security Profile | Firewall and performing the
following steps:

1. Click on Properties next to the Firewall section.

2. Make sure syslog is chosen.

3. Click on OK.

Getting Started | Summary | Virtual Machines | Performance [ YL L LA Tasks &Events | Alarms | permissions | Maps | Storage Views | Hardware Status

Hardware Security Profile
Services Refresh Properties...
Processors civacior (Retiva Biractory Samice)
Vemory z/::mied irector (Active Directory Service
Storage Network Login S{ (&) Firewall Properties - g “
Networking Ibtd
Storage Adapters vSphere High Av Remote Access
Network Adapters vhxa
d 5ot ESXi Shell By default, remote dients are prevented from accessing services on this host, and local dients are prevented from
vanced Settings xorg accessing services on remote hosts,
Power Management Local Security Au | Select a check box to provide access to a service or cient. Daemons wil start automatically when their ports are
NTP Daemon opened and stop when all of their ports are dosed, or as configured.
Software
vprobed
Licensed Features :?”ct comsoleu T Label Tncoming Ports [Outgoing Ports [Protocols | Daemon
ire: onsole
Time Configuration CIM Server [0 ovFilter 2222 TCp N/A
DNS and Routin
— U SQ Firewall NFC 902 902 TCP NjA , rties...
uthentication Services Tncoming Connectiol CIM Secure Server 5989 TCP Running
Power Management CIM Secure Serve HBR 31031,44046 TCP NjA
Virtual Machine Startup/Shutdown SSH Server E woL 9 upP N/A
Virtual Machine Swapfile Location CIM Server V] syslog 514,1514 UDP,TCP  NjA
b+ Security Profile DHCP Client E DVSSync 8301,8302 8302,8301 ubp N/A
Host Cache Configuration NSFCh e CIM Server 5988 TcP Running
vSphere Wel <
System Resource Allocation Motion Software iSCSIClient 3260 TcP N/A
Agent VM Settings vSphere High Av D NFSClient 0-65535 TCP NjA v
Advanced Settings DNS Client i %
Fault Tolerance I
SNMP Server KR Topenies
vSphere Client
General
CIMSLP
O“tsg“f‘trfc“"‘g:;i;' Service: syslog
ottware |
NTE Client Package Information:
woL
HBR Firewall Settings
DHCP Client
NFC Allowed IP Addresses: Al
vMotion
vSphere High Av
DNS Client Firewall.... Options
Fault Tolerance
VMware vCenter
CIM SLP
Lockdown Mode oK I Cancel | Help | Edit...
When enabled, lockg ed
centralized management application,
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Alternatively, from Web Client, perform the following steps:

Select a host.

Go to Manage | Settings | Security Profile.

Click on the Edit button next to the Firewall section.
Select syslog in the list.

Click on OK.

o N PR

[ p-esxit: Edit Security Profile 2"

To provide access to a service or client, check the corresponding box.
By default, daemons will start automatically when any of their ports are opened, and stop when all of their ports are closed.

Name Incoming Ports Cutgoing Ports Protocols Daemaon
[1 vM serial portcon... 1024, 23 0 TCP MIA -
[+ shMP Server 161 UDP Stopped
[ syslog 514, 1514 TCP, UDP MIA
[ vCenter Update M.. 80, 9000 TCP MIA
[ viotion 8000 8000 TCP MIA
[ vm serial port con... 0 TCP MIA =
+ Semice Details MIA
Status A

+ Allowed IP Addresses Allow connections from any IP address

IP Addresses |Z| Allow connections from any IP address

Once this configuration is completed the remote syslog server will start receiving logging data.

NED




Increasing Environment
Availability

In this chapter, we will cover the following topics:

» Configuring the HA feature

» Prioritizing VMs for recovery

» Tuning up vSphere HA

» Ensuring 100 percent uptime for critical VMs

» Protecting host redundancy for equally sized hosts
» Protecting host redundancy for significantly different hosts
» Protecting host redundancy with failover hosts

» Backing up/restoring .vmdk files

» Restoring VM backup without vCenter

» Configuring the backup retention policy

» Protecting the vCenter VM

Introduction

This chapter covers the availability solutions offered by vCenter. We will look at configuring
and tuning High Availability (HA) and Fault Tolerance (FT), reviewing different scenarios of
using admission control, backup, and replication. You may be running vCenter with a trial
license, which will work just fine if you decide to try some of these recipes.
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Configuring the HA feature

The vSphere HA feature offers additional protection for virtual machines running on a cluster.
There are three scenarios it can handle:

» Restart VMs on another host in case of host failure; this requires host monitoring.
» Restart a VM in case of guest OS failure; this requires VM monitoring.
» Reseta VM in case of application failure; this requires application monitoring.

HA is a cluster setting that applies to all running VMs. Once enabled, it protects all virtual
machines and allows administrators to adjust additional settings such as VM prioritization
and monitoring settings.

vCenter Server is required to configure the feature. It's not required for HA to operate and
once the feature is enabled, it works even if vCenter is down.

Host monitoring prevents ESXi host failure. When it's enabled, HA monitors the host's
heartbeats. If heartbeats are not received within a certain period of time, HA restarts
VMs on another host.

VM monitoring is a protection against guest OS failure. When this option is turned on,

HA monitors VMware tools heartbeats on a VM. If heartbeats are not received, HA assumes
that the guest OS has crashed or has become unresponsive and restarts the VM after the
configured timeout. Prior to a restart, a screenshot of VM's console is taken and saved in the
virtual machine folder. This is done in case important information related to the crash was
displayed, for example, Blue Screen of Death (BSOD) for Windows 0S.

Application monitoring allows restarting a VM when an application running on it becomes
unresponsive or crashes. If an application that is being monitored does not support
VMware application monitoring, the administrator will be required to obtain the appropriate
Software Development Kit (SDK). It can then be leveraged to configure customized
heartbeats for the application.

How to do it...

Before any type of monitoring can be enabled, vSphere HA must be turned on for the cluster.
It also has to be turned on before admission control and FT are available.

To do this, execute the following steps:

1. Go to the Hosts and Clusters view.
2. Right-click on a cluster and choose Edit Settings.

=)
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3. Go to Cluster Features and check Turn On vSphere HA.

Cluster Features

—Mame
vSphere HA
Virtual Machine Options ICIUStE"
WM Monitoring
Datastore Heartbeating  Fastures
vSphere DRS
DRS Groups Manager v TurnOn vSphere HA
Rules wSphere HA detects failures and provides rapid recovery for the virtual machines
Wirtual Machine Options running within a duster, Core functionality indudes host and virtual machine
Power Management manitaring to minimize downtime when heartheats cannot be detected.
Host Options

WMware EVC v5Sphere HA must be turned on to use Fault Tolerance.

Swapfile Location

In Web Client, to enable these options, execute the following steps:

1. Select a cluster.

2. Goto Manage | Settings | vSphere HA.
3. Click on the Edit button.

4. Select Turn ON vSphere HA.

[ LAB-Cluster - Edit Cluster Settings (2) M
CERIED R [ Turn ON vSphere HA
» Host Monitoring [] Enable Host Monitoring
» Admission Control [] Enable Admission Contral
» VM Monitoring [ Disabled [~
» Datastore Heartbeating Use datastores from the specified list and complement automatically if needed
None

» Advanced Options

@l
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Enabling host protection
Host protection will be enabled by default once vSphere HA is turned on. To confirm.

it's enabled so that it protects VMs in case of host failure, perform the following steps:
1. Go to the Hosts and Clusters view.
2. Right-click on a cluster and choose Edit Settings.
3. Go to vSphere HA and check the Enable Host Monitoring option.

) Cluster Settings
Cluster Features Host Monitoring Status
vSphere HA ESX hosts in this duster exchange network heartbeats. Disable this feature when
virtual Machine Options performing network maintenance that may cause isolation responses.

WM Monitoring

Datastore Heartheating
vSphere DRS

DRS Groups Manager

Rules
Mirkual Barking Ontinne

[v Enable Host Monitoring

In Web Client, follow these steps:

1. Select a cluster.

2. Goto Manage | Settings | vSphere HA.
3. Click on the Edit button.

4. Select Enable Host Monitoring.

@ LABCluster - Edit Cluster Seftings

ESEHETRILS [V Turn ON vSphere HA
» Host Monitoring [/] Enable Host Monitoring
» Admission Contral [] Enable Admission Contral
» VM Monitoring Disabled &
» Datastore Heartbeating Use datastores from the specified list and complement automatically if needed

» Advanced Options None

Once you press OK, vCenter will reconfigure the cluster and enable protection.

Enabling VM monitoring
To enable VM protection from the OS and application failure, follow the ensuing steps:

1. Go to the Hosts and Clusters view.
2. Right-click on a cluster and choose Edit Settings.
3. Go to vSphere HA | VM Monitoring.

=
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4. In the VM Monitoring Status section, enable either VM Monitoring Only or VM and
Application Monitoring.

(%) Cluster Settings “
Cluster Features WM Monitoring Status
vSphere HA VM Monitoring restarts individual YMz if their VMware tools heartbeats are not received
Virtual Machine Options within a set time. Application Monitoring restarts individual VMs if their VMware tools
VM Monitoring application heartbeats are not received within a set time.
Datastore Heartheating Ry IS aline s s B [VIY and Application Monitoring [
vSphere DRS

In Web Client, perform the following steps:

1. Select a cluster.

2. Goto Manage | Settings | vSphere HA.
3. Click on the Edit button.
4. Next, in the VM Monitoring section, enable either VM Monitoring Only or VM and
Application Monitoring.
@ LAB-Cluster - Edit Cluster Settings 2 M
CHIIERLE [v] Turn ON vSphere HA
» Host Monitoring [/] Enable Host Monitoring
» Admission Control [] Enable Admission Gontral
» VM Monitoring Dizabled v
» Datastore Heartbeating Disabled t and complement automatically if needed

VM Monitoring Only
VI and Application Monitoring

» Advanced Options

Prioritizing VMs for recovery

vSphere HA is a cluster-wide setting. This means that once it's enabled, it protects all virtual
machines that are a part of the cluster.

In most cases, there are more important virtual machines running along with less critical

VMs on the same cluster, and it's desirable that more important and critical VMs are restarted
first. Also, depending on cluster resources available, vCenter may not be able to restart all
virtual machines on other hosts, so it becomes even more important to make sure the most
important servers will be backed up first.

Each environment has critical virtual machines, which in case of host failure need to be
restarted before other VMs. A good example is domain controllers, which in most cases need
to be up before other servers become available. Another example is database servers, which
may be required online by applications and web servers. In such cases, the ability to configure
VM restart priority can be very useful.

&1
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How to do it...

vCenter offers an additional HA setting called VM restart priority, which is available by going
to Cluster Settings | vSphere HA | Virtual Machine Options:

Cluster Features
vSphere HA
WM Monitoring
Datastore Heartbeating
vSphere DRS
DRS Groups Manager
Rules
Virtual Machine Options
Power Management
Host Options
VMware EVC
Swapfile Location

Set options that define the behavior of virtual machines for vSphere HA.

— Cluster Default Settings
VM restart priority:

Host Isolation response:

IMedium

ILeave powered on

=l
=l

— Virtual Machine Settings

Cluster settings can be overriden for spedfic virtual machines.

Virtual Machine
p-bidb1
p-binaryl
p-binary2
p-biwebl
p-cron20
p-decil
p-dci2
p-deployl
p-dfdl
p-dfdz
p-diff20
p-docengl
p-doceng2
p-doceng3
p-docengd
p-DOT-cron20

B HHHEHD

High
High
High
High
High
High
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
High
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
High

| VM Restart Priority | Host solation Response

Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting
Use cluster setting

[ ok |

Under this menu, administrators can choose Cluster Default Settings, which applies to all
VMs unless another setting is specified.
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By default, the VM restart priority is Medium. In the Virtual Machine Settings section,
you can choose VMs that will have higher or lower priority by changing the priority for each

VM in the list.

There is also an option to disable VM restart priority, which means that this VM will never

be restarted in case of host failure.

To set default options for VM restart priority in Web Client, follow the ensuing steps:

1. Select a cluster.

Click on the Edit button.

ok 0N

Go to Manage | Settings | vSphere HA.

Expand the Host Monitoring section.
Set values under Virtual Machine Options.

T‘.} LAB-Cluster - Edit Cluster Settings

vSphere DRS [W] Turn ON vSphere HA
Sphere HA + Host Monitoring

Host Monitoring Status

Virtual Machine Options

ESXESKi hosts in this cluster exchange network heartbeats. Disable this feature when
performing network maintenance that may cause isolation responses

[[] Host Monitering

Choose default VM options for how vSphere HA should react to host failures and host
isolations. These defaults can be overridden for individual vitual machines on the VM
Overrides page

VM restart priority Wedium -

Hostisolation response: | Leave poweredon |

To change the individual VM settings Web Client:

1. Select a cluster.

2. Go to Manage | Settings | VM Overrides.
3. Select VM in the list and click on the Edit... button on top.
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4. Change VM restart priority and Host isolation response as required.

% LAB-Cluster - Edit VM Overrides

Automation level: -

VM restart priority: [ Use Cluster Settings

Hostizolation response: [Use Cluster Settings

VM Monitoring: [ Use Cluster Settings

WM monitoring sensitivity: -

~ Relevant Cluster Settings
» vSphere HA Expand for details

EVC intel-merom

Tuning up vSphere HA

When it comes to VM monitoring and auto-restart of individual VMs, vCenter offers an option

to adjust the VM monitoring and application monitoring setting for individual VMs as well as
change monitoring sensitivity.

Sensitivity can be set to low, medium, or high. These settings correspond to the following
heartbeat timeout intervals: 120 seconds, 60 seconds, and 30 seconds. In other words, VM
monitoring responds to missing the VMware tools heartbeat after this period of time. There is
also an option to set a custom value for the timeout.

=)
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The custom option also allows you to change the following values:
» Minimum uptime: This is the amount of time after VM monitoring has been enabled
and before it starts monitoring VMware tools heartbeats.

» Maximum per-VM resets: This is the amount of times a VM will be restarted within
the maximum resets time window.

» Maximum resets time window: This is the period of time before VM reset count is
zeroed on.

How to do it...

These additional settings can be found in Cluster Settings under vSphere HA | VM Monitoring.

Under the Default Cluster Settings section, administrators can choose one of three
predefined monitoring sensitivity levels:

Cluster Features
vSphere HA
Virtual Machine Options
VM Monitoring
Datastore Heartheating
vSphers DRS
DRS Groups Manager
Rules
Virtual Machine Options
Power Management
Host Options
VMware EVC
Swapfile Location

— VM Maonitoring Status

VM Monitoring restarts individual vMs if their VMware tools heartheats are not received
within a set time. Application Monitoring restarts individual VMs if their VMware tools
application heartbeats are not received within a set time.

VM Monitoring: I and Application Monitoring 'I

Default Cluster Settings

Monitoring sensitivity:  Low

wSphere HA will restart the WM if the heartbeat between the host and the
WM has not been received within a 60 second interval. vSphere HA restarts
the VM after each of the first 3 failures every 24 hours.

Virtual Machine Settings

Virtual Machine

| VM Monitoring

| Application Monitoring

p-SPAML Medium Include

p-monily Use cluster settings Include
p-SPAMZ Medium Bxclude
ts-appsl Low Include
ts-apps2 Use cluster settings Include
ts-utils Use cluster settings Include

D-sauidonoml Use cluster settinas Include
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Alternatively, administrators can also adjust monitoring settings by choosing Custom:

Default Cluster Settings

Maonitoring sensitivity:

Failure interval:

Minirmum uptime:

Maximum per-vM resets:

Maximum resets time window: ¢ Mo window

J ¥ Custom
1 Ll 1
30 1 seconds
120 3: seconds
3 .

* Within:

1 3: hours

In Web Client, perform the following steps:

1. Select a cluster.

Go to Manage | Settings | vSphere HA.

3. Click on the Edit button.
4. Expand the VM Monitoring section.
5. Set values under Monitoring Sensitivity.
% LAB-Cluster - Edit Cluster Settings B
NSphele RS [ Turn ON vSphere HA =
Spliece HAY » Host Monitoring (] Enable Host Monitoring
» Admission Control [[] Enable Admission Control
~ VM Monitoring
VM Monitoring Status
| VM and Application Monitoring | + |
VM Monitoring restarts individual VMs if their VMware Tools heartbeats are notreceived
within a settime. Application Monitoring restarts individual VMs if their Viware Tools
application heartbeats are not received within a set time.
For VM Monitering, the virtual machine heartbeats and 10s will be monitored at regular time
intervals. The time interval is dictated by the *Failure interval’ configured as part ofthe VM
Monitoring sensitivity options. The end-to-end virtual machine resettimes are also affected
by system parameters other than the ‘Failure interval. For more information aboutthe VM *
Monitoring failure interval, see the vSphere Availability publication.
Monitoring Sensitivity
_) Preset
Low High
vSphere HA will restart the vitual machine ifthe heartbeat between the host and the
virtual machine has not been received within a 30-second interval. vSphere HA restarts
the virtual machine after each of the first three failures every hour.
=) Custom
Failure interval: 30 T seconds
Minimum uptime: 120 - seconds
Maximum per-VM resets: 3 ?
Maximum resets time window: () No window
(o) Within |1 = hrs
= v
‘ »
| ok || cancel

=
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Once these cluster-wide settings have been specified under the Virtual Machine Settings
section, monitoring sensitivity can be changed per VM. The available options are the same:
high, medium, low, custom, or disabled.

In the same section, each VM can also be excluded from application monitoring.

If the Custom option is chosen for individual VMs for VM monitoring, you will be presented
the same set of settings as in Default Cluster Settings custom mode:

This configuration will be applied to all selected VMs.

Eailure interval: I.'EI-'I] 3: seconds
Minimum uptime: I'IZ'I] 3: seconds
Mazdmum per-VM resets: |3 5:

Madmum resets time window: Mo window

= Within: I 1 3: hours

oK | Cancel |

To adjust these settings per VM in Web Client:

1. Select a cluster.
2. Goto Manage | Settings | VM Overrides.
3. Select a VM in the list and click on the Edit... button on the top.
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4. Change VM restart priority and Host isolation response as required.

[ LAB-Cluster - Edit VM Overrides

Automation level: =

W restart priority: [ Use Cluster Settings

Host isolation response: [ Use Cluster Settings

WM Maonitoring: [ Use Cluster Settings

WM monitoring sensitivity: =

» Relevant Cluster Settings
» vSphere HA Expand for details

EVC intel-merom

Ensuring 100 percent uptime for critical VMs

For VMs that need to be up 100 percent of the time and do not tolerate even a brief
interruption caused by a reboot as a result of host failure, vSphere offers a continuous
availability option called Fault Tolerance (FT).

SNED



Chapter 2

FT creates and maintains an exact copy of a running virtual machine—secondary VM—on
another host. Both VMs exchange heartbeats to monitor each other's status.

Heartbeat — —____________ '
— !
Primary Replication | Secondary |
VM 1 VM i
11— |
‘ Host 1 ’ ‘ Host 2

When a host with a primary VM fails, the secondary VM becomes active almost instantly.
There is a little delay but clients do not see the interruption. As everything that happens on
the primary VM replays on the secondary one, this failover happens transparently without the
interruption of the existing network connections or in-progress transactions. The replication
delay is typically less than 1 millisecond and it's unlikely that there will be transactions that
have not yet been replicated. Such transactions, should they happen, will be lost.

Getting ready

Requirements to enable FT include the following:

» vSphere HA cluster with vMotion enabled

» Shared datastores and networks

» Correct vSphere license

» Virtual machines must have one CPU

» Virtual machines must be stored on a shared storage available to all cluster hosts

VM backup, and thin provisioning.

How to do it...

To enable FT on a VM:

[ Unfortunately, FT is not compatible with snapshots, storage vMotion, ]
A

1. Right-click on a VM.
2. Go to Fault Tolerance.

i
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3. Click on Turn On Fault Tolerance.

.@ 5 = e & Current Mot running
Eﬁ Power ' @& Current Running
@ Guest v & Current Running
) Snapshot L & Current Running
) = Open Console & Current Running
Eﬁ 3  Edit Settings.. @& Current Running
@ E’@ Migrate... & Current Runn?ng
Eﬁ U e Virtual Hosd @& Current Running
@ pgrace virtual Rardware M Out-of-date Running
ﬂl &a Clone... @& Current Mot running
@ Template . & Current Running
@ iy ik of s Clunnioo
& | Fault Telerance 4 Turn On Fault Tolerance |i

@ WM Storage Profile » & Current Running

In Web Client, this setting is available under All vCenter Actions.

Once this is done, this VM will become the primary one. The secondary VM will be created
on another host. It will have a lighter icon and the word "secondary" in brackets after the
VM name.

When enabling FT, you may also get the following error message:

Turning Fault Tolerance On will take thin-provisioned disks and disks
with blocks zeroed out when written to and convert them to disks with
all blocks zeroed out.This disk conversion requires that a virtual
machine use more disk space and requires some processing time.

The memory reservation of this VM will be changed to the memory size
of the VM and maintained equal to it until Fault Tolerance is turned off.

Do you want to turn On Fault Telerance?
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The reason for this message is that when FT is enabled, vCenter removes any memory
limits set on a VM and creates a memory reservation equal to RAM allocated to this VM.
This is done to prevent swap file creation, which causes unnecessary replication overhead.
Reservations, limits, or shares cannot be changed when the VM is protected by FT.

Also, FT requires thick-provisioned disks, and any thin-provisioned . vmdk files have to
be converted.

Verifying VM FT status

The FT status for a VM can be verified under its Summary tab in the Fault Tolerance section:

Switch to the Hosts and Clusters view.
Select a VM from the left side.

Go to the Summary tab on the right.

S El' Resource Allocation | Performance | Tasks & Events | Alarms | Console | Permissions | Maps | Storage Views ' Update Manager
General Resources
Guest O.S: Microsoft Windows Server 2008 R2 (64-... Consumed Host CPU: 0 MHz
VM Version: vmx-09 Consumed Host Memory: 0.00 MB
CPU: 1vCPU Active Guest Memory: 0.00 MB
Memary: 2048 MB Refresh Storage Usage
Memory Overhead: 125.47 MB Provisioned Storage: 42.21 GB
VMware Tools: @ Notrunning (Current) Not-shared Storage: 654.19 KB
IP Addresses: Used Storage: 40.00 GB
Storage - | Status | Drive Type
DNS Mame: WINZ008-R2-5TD-Template B MNetApp-Vmwarel & Normal Non-550
EVC Mode: Nf&
£ >
State: Powered Off _
Host: esxi-03 e | Tvpe [ st
Active Tasks: & Production Standard port group [
vSphere HA Protection: (& Nja &1 < >
riiniiis Fault Tolerance
[ Poweron Fault Tolerance Status: /iy Mot protected
@ Edit Settings VM not Running
Secondary Location: esxi-01
(B3] Migrate
Total Secondary CPU: 0 MHz
e Total Secondary Memory: 0.00 MB
# Edit vLockstep Interval: @ NA
Owner: Log Bandwidth: NfA
Notes:
VM Storage Profiles
Refresh
WM Storage Profiles:
Profiles Compliance:

-
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In this section, you will also see the following:

» Secondary Location: This is the host where it's running.
» vLockstep Interval: This is the change replication delay in seconds.

» Log Bandwidth: This is the network capacity utilized during data transfer
between VMs.

Disabling FT
FT can be disabled from the same menu:

1. Right-click on a primary VM.
2. Go to Fault Tolerance.

3. From this menu, you can choose either Disable Fault Tolerance or Turn off
Fault Tolerance.

The difference between these two options is that Disable Fault Tolerance preserves the
secondary VM while the Turn off Fault Tolerance option deletes it.

[ FT can only be disabled or turned off from the primary VM. ]
There's more...

FT replication generates a lot of network traffic. It is considered the best practice to have
a separate network for FT heartbeats so that the replication does not impact other traffic.
VMware recommends a 10 Gbps network for this purpose.

For the same reason, it's not recommended to have more than eight FT-protected virtual
machines on one host. The replication traffic may strain the FT-enabled network card.

A good approach is to have at least three hosts in the cluster with FT-protected VMs.
In case a host with primary or secondary VM fails, the VM can be recreated on the third host.
This way, it stays protected after host failure.

FT requires additional memory and disk space resources. The secondary VM reserves
the same amount of memory as the primary one, so FT requires twice the memory. Also,
as space overprovisioning is not supported, administrators should consider additional
datastore space requirements.

=
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Protecting host redundancy for equally

sized hosts

When there is more than one host in a cluster, it's usually expected that these hosts are
redundant. In other words, if one or more hosts fail, the remaining should still be able to
accommodate all VMs.

For this reason, each time a new VM is powered on or more memory or CPU is added to a
VM, the administrator needs to be sure that the required redundant capacity is still available.

VMware offers a feature called admission control, which helps to ensure that sufficient
resources are available to provide the required reservations or redundancy.

Once enabled, admission control is automatic. It is available not only for hosts but also for
resource pools and vSphere HA.

Admission control monitors the environment for certain actions and decides whether they
should be allowed or not based on resources that will be available after the action. This is
to make sure that once the action is allowed, there are still enough resources to provide
the expected redundancy.

These actions include the following:

» Poweringona VM
» Migrating a VM from one host, cluster, or resource pool to another
» Increasing the memory or CPU reservation for a VM

How to do it...

To enable Admission Control, perform the following steps:

1. Goto the Hosts and Clusters view.
Right-click on a cluster.

Click on Edit Settings.

Go to vSphere HA.

In the Admission Control section, select Enable: Disallow VM power on
operations that violate availability constraints.

ok 0D

6. Inthe Admission Control Policy section, switch to Host failures the cluster
tolerates and specify the number of hosts.

s
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7. Click on OK.

@ Cluster Settings
Cluster Features Host Manitoring Status
wSphere HA ESX hosts in this duster exchange network heartheats. Disable this feature when
Virtual Machine Options performing network maintenance that may cause isolation responses.

VM Monitoring
Datastore Heartbeating
vSphere DRS
DRS Groups Manager
Rules
Virtual Machine Options
Admission Contral

Power Management
Host Optians The vSphere HA Admission control policy determines the amount of duster capadty that is
reserved for VM fallovers. Reserving more falover capacity allows more faiures to be
VMware EVC tolerated but reduces the number of VMs that can be run.
Swapfile Location

[+ Enable Host Monitoring

+ Enable: Disallow VM power on operations that violate avaiability constraints

" Disable: Allow VM power on operations that violate availabilty constraints

Admission Control Policy

Spedify the type of policy that admission control should enforce.

(% Host faiures the duster tolerates: 1]
¢~ Percentage of duster resources ,—:l
reserved as falover spare capacity: = o
30 EI Memory

" Spedfy failover hosts: 0 hosts spedfied. Click to edit.

Advanced Options. ..
=

In Web Client:

1. Select a cluster.

Go to Manage | Settings | vSphere HA.
Click on the Edit button.

Expand the Admission Control section.

ok 0N

Select Define failover capacity by static number of hosts and then set the number
of hosts as shown in the following screenshot.

6. Under this option, it's also possible to specify the available CPU and memory
resources instead of choosing to protect all powered on VMs.

5]
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% LAB-Cluster - Edit Cluster Settings 2) W

vSphere DRS 71 1ym ON vSphere HA

SIS » Host Monitoring

~ Admission Control

[[] Enable Host Monitoring

Policy i ; " p
! Admission control is a policy used by vSphere HA to ensure failover capacity within a
cluster. Raising the proportion of ensured host failures increases the availability
constraints and capacity reserved in the cluster.

«) Define failover capacity by static number of hosts.
Reserved failover capacity: |1 : Hosts
Slot size policy:

=) Cover all powered-on virtual machines

Calculate slot size based on the maximum CPU/Memaory reservation and
overhead of all powered-on virtual machines

Fixed slot size

Specify the slot size explicitly.

»

OK Cancel

Protecting host redundancy for significantly

different hosts

Admission control helps to make sure there is spare capacity available in a cluster to
keep the required level, redundancy, or reservations.

There are three types of policies available, which are as follows:

» Number of host failures a cluster tolerates
» Percentage of cluster resources reserved

» Specific failover hosts

When the requirement is to be able to lose one or more hosts and still be able to keep
all the VMs needed running, the Host failures cluster tolerates option works quite well

unless the hosts you are trying to protect have significantly different sizes—memory and
CPU resources available.

7}
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This option for different hosts results in reserving an excessive capacity based on the
size of the largest host. Reserving more capacity than required in its turn results in
wasting resources.

For clusters with differently-sized hosts, VMware advice is to use the percentage of cluster
resources reserved option. This option ensures that a specified percentage of memory and
CPU is reserved across all hosts. The actual amount of resources to be reserved depends
on the number of hosts, their size, and the acceptable number of host failures. There are
no general recommendations and the values should be defined on a per-environment basis.

As this option offers more flexibility, VMware recommends using it in most cases.
Combined with the HA VM priority, it may be used for all kinds of environments.

How to do it...

To enable Admission Control, perform the following steps:

Go to the Hosts and Clusters view.
Right-click on your cluster.

Click on Edit Settings.

Go to vSphere HA.

In the Admission Control section, select Enable: Disallow VM power on
operations that violate availability constraints.

I

6. Inthe Admission Control Policy section, switch to Percentage of cluster
resources reserved as failover spare capacity and specify the required
percentage of CPU and memory.

7. Click on OK.




Cluster Features
vSphere HA
Virtual Machine Options
WM Monitoring
Datastore Heartheating
vSphere DRS
DRS Groups Manager
Rules
Virtual Machine Options
Power Management
Host Options
VMware EVC
Swapfile Location
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—Haost Monitoring Status
performing network maintenance that may cause isolation responses.

[+ Enable Host Monitoring

ESX hosts in this duster exchange network heartbeats. Disable this feature when

r— Admission Control

tolerated but reduces the number of YMs that can be run.

" Disable: Allow VM power on operations that viclate availability constraints

The vSphere HA Admission control policy determines the amount of duster capadty that is
reserved for VM failovers, Reserving more failover capadty allows more failures to be

{* Enable: Disallow VM power on operations that viclate availability constraints

— Admission Control Policy
Specify the type of policy that admission control should enforce.

" Host failures the duster tolerates:

Percentage of duster resources =
reserved as failover spare capacity: 2 (o NIRRT

IS

=1 %  Memory

" spedify failover hogts: 0 hosts spedfied. Click to edit.

Advanced Options... |

[ o ]

Cancel

In Web Client, perform the following steps:

1. Select a cluster.

Go to Manage | Settings | vSphere HA.
Click on the Edit button.

Expand the Admission Control section.

P w D
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5. Select Define failover capacity by reserving a percentage of cluster resources,
and set the CPU and memory capacity.

§% LAB-Cluster - Edit Cluster Settings ?) M

vSphere DRS [ Turn ON vSphere HA

BlierE 1 » Host Monitoring (] Enable Host Monitoring

~ Admission Control

Policy "
> Admission control is a policy used by vSphere HA to ensure failover capacity within a
cluster. Raising the proportion of ensured host failures increases the availability

constraints and capacity reserved in the cluster.

Define failover capacity by static number of hosts.

=) Define failover capacity by reserving a percentage of the cluster resources.
Reserved failover CPU capacity 25 =1 % CPU
Reserved failover Memory capacity: |25 —=- % Memory

»

OK Cancel

Protecting host redundancy with failover

hosts

In certain cases, administrators may decide to use a separate standby host, which will take
over and accommodate VMs from a failed host. This can be accomplished by using the third
available option in the Admission Control Policy settings—Specify failover hosts.

When this policy is chosen, vCenter doesn't allow any VMs on the failover host even when a
VM is being migrated there. This host will be used only when a failure occurs.

One important requirement is a shared storage available to all hosts, including the failover
host. VMs running on the host's local storage will not be migrated in case of host failure.

If, for some reason, the failover host cannot be used to accommodate VMs, HA will try to
restart them on other available cluster hosts.

&)
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How to do it...

To enable Admission Control, perform the following steps:

1. Goto the Hosts and Clusters view.

Right-click on your cluster.

Click on Edit Settings.

Go to vSphere HA.

In the Admission Control section, select Enable.

In the Admission Control Policy section, switch to Specify failover hosts.

I

Cluster Features —Haost Monitaring Status
vSphers HA ESX hosts in this duster exchange network heartbeats. Disable this feature when
Virtual Machine Options performing network maintenance that may cause isolation responses.
VM Monitoring
Datastore Heartbeating
vwSphere DRS
DRS Growps Manager
Rules
Virtual Machine Options

Power Management
y The wSphere HA Admission control policy determines the amount of duster capadty that is
Host Options : N : N .
reserved for VM failovers, Reserving more failover capadity allows more failures to be
VMware EVC tolerated but reduces the number of YMs that can be run.
Swapfile Location

¥ Enable Host Moritoring

— Admission Contral

& Enable: Disallow VM power on operations that violate availability constraints
" Disable: Allow VM power on operations that violate avaiability constraints

— Admission Control Policy
Specify the type of policy that admission control should enforce.

" Host failures the duster tolerates:

Percentage of duster resources
reserved as failover spare capadity:

Memory

" spedify failover hosts: 1 hosts spedified. Click to edit.

Advanced Options...

Cancel

7. Click on the Edit link next to this option.

[ei-
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8. Choose one or more hosts.

Available Hosts Failover Hosts

Name contains: ~ I Clear Name contains: ~ I Clear

Mame | Mame |

p-esxil p-esxis
p-esxi2 p-esxid
p-esxil
p-esxi6

9. Click on OK two times.
In Web Client:

1. Select a cluster.

Go to Manage | Settings | vSphere HA.
Click on the Edit button.

Expand the Admission Control section.

ok 0N

Select Use dedicated failover host.

&
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6. Click on the green plus sign, select failover hosts, and click on OK.

(=) Use dedicated failover hosts:
& i Add Failover Host X
Failover Hosts

() Do notreserve fa

Allow virtual mac| [+

Disabled

Use datastores from|
MNone

Filter | (2) Selected Objects

Name
esxi-04
esxi-01
esxi-03

esx-02

OK

4 jtems

Cancel

Backing up/restoring .vindk files

VMware offers a backup and recovery solution called vSphere Data Protection (VDP).
While fully integrated with vCenter, this solution provides agentless disk-based backup

of virtual machines.

Starting from vSphere 5.1:

» VDPisincluded in vSphere Essentials Plus Kit with a 4 TB limit for backup storage.

» The VDP advanced version has to be purchased separately.

Some of the core VDP features are as follows:

» De-duplication

» Changed Block Tracking (CBT) backup and restore

» Application awareness (MS Exchange, SQL Server, SharePoint, and so on)
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Getting ready

The VDP appliance is preconfigured with one of the following destination datastores: 0.5 TB,
1 TB, and 2 TB. This space is for backups only. The operating system, logs, and checkpoints
of the appliance require additional space. According to VMware, a 0.5 TB appliance will need
850 GB of free space in total, a 1 TB appliance requires 1.57 TB of free space, while a 2 TB
VDP will consume 3.02 TB of free space.

This should be considered when selecting a datastore for a VDP appliance.

How to do it...

VDP is deployed as a virtual appliance, which can support up to 100 VMs. Up to 10 VDP
appliances can be deployed per vCenter Server with a limit of 1 VDP appliance per ESXi host.

After appliance deployment has been done, use a web browser to connect to the appliance
to perform the initial configuration. Open the console to see the the exact URL for the
configuration interface.

Once the configuration is complete, VDP can be managed through vSphere Web Client.

VM backup
Backup jobs can be created or edited under the Backup tab of VDP.

You may need to log off and log back in to Web Client after deploying and
configuring the VDP appliance to see VDP in the menu on the left.
s

You may be required to click on Connect.

(4} Home VDP
(! vCenter >
|7 Rules and Profiles .
“Ej)\ : Welcome to vSphere Data Protection
[ Hybrid Cloud Senices >

- To manage avSphere Data Protection appliance, please
. VCenter Orchestrator > select one from the drop down box and click the ‘Connect

% vSphere Data Protection button.

To deploy a new instance of the vSphere Data Protection

&% Administration > appliance, selectvCenter = Hosts and Clusters. Then right-
click the server you want to deploy the appliance to and select
[z] Tasks Deploy OVF Template.
| &5 Log Browser
[ Events _ -
VDP appliance: | vSphere Data Protection | v | [ connect |
P Tags
Status:  Not connected
@, New Search >
[=] Saved Searches >

=
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To add a new backup job:

1. Expand Backup Job Actions and choose New.

2. Select backing up virtual machines (Guest Images) or Applications, and click
on Next.

3. Assuming we are backing up VMs, the next option is to choose between Full Image
and Individual Disks.

4. If Full Image has been chosen, select Virtual Machines to back up and click on Next.

Create a new backup job (X

bl 1 Virtual Machines Select the vitual machines to backup. You can also select other inventory objects like resource pools, clusters, ete
2 Schedule

3 Retention Policy 3]
4 Name w [ ve01
5 Ready to Complete ~ [ LAB
~ ] B LAB-Cluster
Gh ADFS1
& admini
&h admin2
wil admin3

&h apcontrollert
& b-cront

G b-difft

G b-docengl
&h b-ics1

&h b-logging1
&h b-sap1

& b-solr1

) b-spelll

1000000 00RO

Next Cancel

Administrators can choose individual VMDK files if the Individual Disks
- option has been selected in the previous step. In this step, containers
% such as cluster or datacentre can be selected instead of individual VMs.
2

If a container has been chosen, any VM moved off of it will not be backed
up. Any new VMs will be backed up during the next backup job.

]
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5. Inthe next step, configure the backup schedule. The available options are daily,
weekly, or a certain day of the month:

Create a new backup job

+ 1 Virtual Machines The schedule determines how often your selections will be backed up. Backups will occur as close to the start ofthe backup

window as possible.
b 2 Schedule

Backup schedule: (=) Daily
3 Retention Policy

() Weekly performed every | 5unday | - |
4 Name

() The | first | ~ || sunday | + | of every month
5 Ready to Complete

6. Specify the retention policy. See the Configuring backup retention policy recipe, of
this chapter, for more details.

7. Name the new policy and click on Next to complete the process.

You will see a new job in the list and will be able to run it manually if required.

vSphere Data Protection (192.168.6.230) Switch Appliance: | vSphere Da... |~ | [ {ob- AllActions (@)

Getting Started Backup Restore Reports Configuration

2 Refresh e;é}. Backup Job Actions > Backup Now
Name A& State Last Start Time Duration Mext Run Time Success' Failure Count
Admin Enabled Mever Mever 11/24/2014 08:01 O 0

VM restore
To restore a VM, perform the following steps:

1. Go to the Restore tab.
2. Expand the backed up VM.

3. Select one or more restore points.

(&)
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vSphere Data Protection 5.5
vSphere Data Protection (192.168.6.230) Switch Appliance: :vSphere Da... | - | 13 Gk~ All Actions

Getting Started Backup | Restore | Replication Reports Configuration

| Manual restare | Backup Verification |

= Refresh #s Restore & Lock/Unlock B Delete Clear all selections

Filter:  Show all «

(W] Name Backup Types | Last Kmown .. | Location Expiration ... &«
M Ty 11/25/2014 08:07 PM > Image VDP Appliance  01/24/2015
[ Ty 112472014 02:06 FM » Image VDP Appliance  01/23/2015
[ Ty 112472014 03:07 AW > Image VDP Appliance  01/22/2015

Click on a restore point to get a list of virtual drives available for
i that restore point.

4. Click on Restore.

5. Choose whether you wish to restore to the original location or specify a new VM
name and datastore.

Restore backup ()

~ 1 Select Backup Set Restore Options

% 2 SetRestore Options Setthe restore options for each backup that you are restoring.

3 Ready to complete

W Client  admin1
Backup: 11/25/2014 03:07 P

|:| Restore to original location

New name: admini_20141125_204156

Destination: IDatacenters/LAB/LAB-Cluster Choose |

¥ Advanced options

Datastore: \ Promise_spin_0_1 (1.4 TiB free) | - |

[JPoweron | Reconnect NIC

Back Next Cancel

&7}
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6. Click on Next and then on Finish.

Restoring a VM to another location results in a full image restore. When
restoring to the original location, CBT chooses the fastest restore method
e between full image restore and restoring only blocks that have changed.

There's more...

vCenter VM can be backed up with VDP the same way as any other virtual machine. If vCenter
VM fails, the backed up virtual machines, including vCenter itself, can be restored using the
direct-to-host restore option.

The procedure is described in the following recipe.

Restoring VM backup without vCenter

VDP—backup and recovery solution from VMware—offers the so called direct-to-host restore
option, which makes it possible to recover virtual machines without vCenter Server.

Getting ready

Direct-to-host restore is supported starting from VDP 5.5. It is important to know the
requirements for successful emergency restore:

» The DNS required is available and configured properly for VDP appliance and the
host it's running on.

» The host VDP is running on has to be detached from vCenter.

How to do it...

Make sure the host VDP appliance is running on is detached from vCenter. If a host has
to be detached, execute the following steps:
1. InvCenter Client, right-click on the host and select Remove.

2. In Web Client, right-click on the host, go to All vCenter Actions, and select
Remove from Inventory.

If the host is a part of a cluster, it has to be put into maintenance
L mode first.

&)
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When vCenter Server is not available, which is most likely the case if direct-to-host restore is
required, the host can be detached from vCenter using the vCenter Client connected directly
to the host:

1. Connect directly to the host with the vCenter Client.
Select the host on the left.

2
3. Go to the Summary tab.
4

Under the Host Management section, click on Disassociate host from
vCenter Server....

ST EN" Virtual Machines | Resource Allocation | Performance | Configuration | Local Users & Groups | Events | Permissions

General Resources
Manufacturer: IEM CPU usage: 1457 MHz Capadty
Model: IBM System x3550 -[7a78E,., || 8 x 2.327 GHz
CPU Cores: 8 CPUs x 2,327 GHz Memory usage: 13016.00 MB Capadity
Processor Type: Intel(R) Xeon(R) CPU U TR T T 32767.30 MB
E5345 @ 2.33GHz
License: VMware vSphere 5 Enterprise Storage + | Drive Type | Capacity | ~
- Licensed for 2 physical CF... @ esxi-listoragel  Non-S 13150 GB
Processor Sockets: 2 § NetippVmwarel  Non-5 250 TE
Cores per Socket; K B NetApp-Vmware2  Non-55D 250 TB
Logical Processors: 8 a NetApp-Vmware3 Non-s50 250TE
Hyperthreading: Inactive § FPromise_spin00  Non-5D 200 TB
Number of NICs: 5 & Promise_spin)1 Non-SD 2.00 T
State: Connected & Promise_spin02  Non-5D 237 TH
Virtual Machines and Templates: 25 @ Promise_spin20 Non-S 200 TB
vMotion Enabled: N/A § FPromise_spin21  Non-5D 745.75 GB
VMware EVC Mode: Disabled @ Promise SSD_00  Non-5 136 TR o
vSphere HA State @ Nfa « >
Host Configured for FT: Mia MNetwork | Type
8  iSCSINetwork Standard port group
Active Tasks: ® IGLOOLAB-VLANG.. Standard portgroup
Host Profile: N/A ®  Production Standard port group
Image Profile: (Updated) ESXi-5. 1.0-7997...
Profile Compliance: @ NA < >
DirectPath I/0: Mot supported  [J Fault Tolerance
Commands Fault Tolerance Version: 4.0,0-4.0,0-4.0.0
ﬁ_‘l‘ New Virtuial Machine . Refresh Virtual Machine Counts
Total Primary WMs: i
ﬁ Enter Maintenance Mode Powered On Primary YMs: 0
[E Reboot Total Secondary WMs: 0
% Shutdawn Powered On Secondary WMs: 0
Host Management
This host is currently managed by vCenter Server 192, 168,10, 154,
Reconnect vSphere Client to this vCenter Server. ..
Disassodate host from vCenter Server... I
|

[}
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The option for direct-to-host restore is available in the VDP configuration interface under the

Emergency Restore tab:

E192,168.6.230 x

Emergency Restore

vSphere Data Protection Status

Core senices (@ Running
Wanagementsenices (@ Running
File system senices (@ Running

File level restore senices @ Running
Maintenance senvices @ Running

Backup scheduler @ Running

= Lastupdated: 11/25/2014 10:14 AW

Log collector
The log collector aggregates log files from all VOP related services to
assistin troubleshooting. Click ‘Collect logs” below and you will be
prompted to download a zip file containing all system senvice logs.:

- Core VDP semice logs

-Management service logs

-File system senvice logs

-File level restore semvice logs

- Client failure logs
Collectall logs

If you would like the client logs for all failures click 'Collect client logs®
below and you will be prompted to download an aggregated text file
containing all client failure logs

Collectclient logs

To perform a restore, execute the following steps:

1. Log in to the VDP configuration interface and go to the Emergency Restore tab.

Expand a VM that has to be restored.

2
3. Select a restore point.
4

Click on the Restore button.

Virtual Machines protected by vSphere Data Protection

Name

| Last Known Path

¥ 51 admini
“F) 11/24/2014 08:06 PM
TE) 11/24/2014 02:07 AWM

Start Time

[Datacenters/LAB/LAB-Cluster/admin1

Bytes Transferred
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5. You will be prompted for ESXi server address and credentials:

Host Credentials

Enter information about the ESX host on which this VDP resides.

ESX hostname or IP: | 192.168.10.34

Port number: |443

kAR

Username: |r00t |
Password: |

Cancel | [ OK |

The restored VM can only be placed on the same host, where the
i VDP appliance is running.

Restore progress can be monitored under the same Emergency Restore tab.
Remember that:

» VM is always restored as a new VM
» The restored VM will be placed in the root of the vCenter inventory

» The restored VM will be in the power off state

Configuring the backup retention policy

VDP offers a few ways to define the retention policy, which are as follows:

» Forever

» Fora certain number of days, weeks, months, or years
» Till the specified date

» Custom schedule

Custom schedule includes:

» Daily for a certain number of days, weeks, months, or years
» Weekly for certain number of days, weeks, months, or years

7}
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» Monthly for a certain number of days, weeks, months, or years
» Yearly for a certain number of days, weeks, months ,or years

Editing backup job: Admin X

+' 1 Virtual Machines The retention policy determines how long backups are retained. After this time period expires, they are deleted from the system

" 2 Schedule
Faorever

Keep
%l > Retention Policy < for 5o

~ 4 Name

| dans) |~
untl [g4/22/2015 |53
this Schedule:

5 Ready to Complete

Daily for: &0 ~ | dayis)
Weeklyfor: g 1 | week(s)
Monthly for. o = | month(s) |
Yearlyfor. o | vear(s)

The difference between keeping backups for 60 days and doing daily retention for 60 days is
that in the first case, backups older than 60 days will be deleted during the next backup job,
while daily schedule will check and delete old backups daily.

How to do it...

To set the retention policy settings when a backup job is being created, edit the existing
backup job by following these steps:

1. Select the job in the list.

2. Expand Backup Job Actions and choose Edit.

3. Click on Retention Policy on the left.

Protecting the vCenter VM

As your environment grows, vCenter becomes a critical management tool, which raises the
requirement for it to be highly available.

When vCenter is not available, the environment doesn't go down because all the core
functionality is still there. All VMs will still be running; HA and FT will continue to function.

Also, it's important that all hosts and guests continue to function
only for 14 days. After this grace period, critical functionality, such
T~ as powering on ESXi hosts or starting VMs, will cease to operate.

=
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What will be lost is the ability to perform a lot of administrative tasks that are not available
without vCenter such as:

» vMotion and Storage vMotion

» HAand FT configuration

» DRS manual tasks

» DRS recommendation generation

» Deploying VMs from a template

» Resource availability information updates for HA

» Issuing new licenses to hosts

How to do it...

As you can see, these are important administrative tasks, which, in case of any issues with
your environment, may become critical as troubleshooting abilities will depend on them.

The following options are available to protect vCenter Server availability.

Virtualizing vCenter

This is probably the most obvious and easiest solution. With the existing clustered
environment, you will be able to take advantage of all the available virtualization benefits,
such as vMotion and HA.

For most environments, using HA and having a brief downtime while vCenter reboots
will be enough.

For situations when HA fails to restart vCenter VM, it is recommended to disable DRS for this
VM and keep it on the same host unless it needs to be vMotioned for maintenance purposes.
This way, if vCenter VM hasn't been restarted, the administrator can always connect directly to
the host and power the VM back on.

When the vCenter database is on a separate server, make sure the vCenter VM restart priority
is lower than the vCenter database server restart priority. The same is valid for any other
services vCenter depends on such as Active Directory and DNS. Often, these services will
have a higher priority because they are needed for the whole environment.

Unfortunately, FT is not an option yet for most environments. Its requirement for one vCPU
contradicts vCenter requirements to have at least two CPUs.

(75}
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To summarize this, here is a list of the pros and cons:

Pros Cons
» Easyto implement » FTis not yet available
» Low cost as no physical server is needed » Need for manual actions in

» Quick automatic service restore certain cases

» Short downtime in case of failure

Clustering the database

Database cluster is a general term for a set of servers or instances connected to the same
database. In many cases, it's referred to two or more database servers that share the same
storage. It can also be used to describe a number of replicated database servers. In any case,
a database cluster increases redundancy, availability, or both at the same time.

This can be a good option if you are not running the database on the same server as vCenter.

There is no additional cost in doing this if you already have a database cluster in your
environment. At the same time, it can be expensive if you don't have one yet, mostly
because of licensing.

Also, there are additional skills required to maintain such an environment. This should
also be considered as there may be additional cost involved.

To summarize this, here is a list of the pros and cons:

Pros Cons
» No additional cost for existing clusters » Costly for new implementations
» Highest database availability » Administration skills required

Third-party solutions
There are a few clustering solutions available from other vendors, which can be helpful in

protecting the vCenter Server availability. Among the most known are the following:
» Microsoft Cluster Services (MSCS), which can protect the whole vCenter Server
» Microsoft SQL Server 2012 AlwaysOn, which takes care of the vCenter database

» Veritas Cluster Services (VCS), similar to MSCS, protects the whole server
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VMware introduced MSCS support in vSphere 5.5. MSCS has been supported starting from
vSphere 3. In fact, vSphere 5.5 introduced some enhancements in MSCS support:

» Native iSCSI and FCoE support
» Round Robin policy support for disks engaged in clustering

» Clustering on a single host (CIB) and across hosts (CAB) as well as N+1
virtual machines.

Other third-party solutions are not certified but VMware's commitment is best effort support.
VMware KB 1024051 on the VMware Knowledge Base website http://kb.vmware.com
gives additional information on vCenter high availability options support.

To summarize this, here is a list of the pros and cons:

Pros

Cons

>

» Ability to provide high uptime

No impact in case of OS maintenance

4

>

4

Licensing cost
Administration skKills required

Possible downtime due to
software issues
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Increasing Environment
Scalability

In this chapter, we will cover the following recipes:

» Delivering new VMs faster with templates

» Delivering new VMs faster with customizations

» Troubleshooting customizations

» Keeping templates up to date

» Utilizing host local storage

» Automating VM deployments

» Deploying new hosts faster with scripted installation
» Deploying new hosts faster with autodeploy

» Keeping host configuration consistent

» Increasing a VM's RAM and CPU online

Introduction

In this chapter, we will review some options and features available in vCenter to improve
an administrator's efficiency. Templates, customizations, host profiles and other solutions
designed to automate and simplify VM, host deployment, and configuration at the end of
the day allow faster time to market, which is expected by many businesses nowadays.




Increasing Environment Scalability

Delivering new VMs faster with templates

Often, when new virtual servers are deployed, there is a set of tasks that are the same for all
of them. These tasks are usually OS installation, OS updates, VMware tools installation, and
so on.

With vCenter, you can perform these tasks once and create a template. With this template,
you can deploy as many servers as you need and only perform tasks that are different on
each of them.

So templates make deployment of new virtual machines faster. There are also less chances
for a mistake to happen or a step to be missed.

An example of a workflow with and without templates is shown in the following picture:

How to do it...

To create a template:

1. Create a new VM and perform configuration tasks that have to be repeated for each
VM such as OS installation, OS updates, VMware tools installation, and so on.
2. Shut down the VM and right-click on it.

3. Go to Template.
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4. Click on Convert to Template as shown in the following screenshot:

m &
w0

o
g,
=

Fault Tolerance
VM Storage Profile

Add Permission...

Ctrl+P

ED Convert to Template

sed for auto-deployment scripting

[p p-did2 | ‘ Active Tasks:
& [prgatl ctive Tasks: o
B p-g Power @ nia
& rs Guest
@ Py Snapshot
@ rs
B pes = Open Console
% 5::@ Edit Settings...
@ p-S E] Migrate... )
B p-8 Upgrade Virtual Hardware | Maching
- 3
% tt: EP Clone...
) tsl Template Clone to Template...
St
Te
J
=

E|
w o
& 8 =

Alaree

Edit

The virtual machine will be converted to a template.

In the Web Client:

1. Right-click on a virtual machine.

2. Go to All vCenter actions.

3. Select Convert to Template.

To deploy a new VM from a template:

1.
2.

Go to the VMs and Templates view.

Right-click on the template.

Choose Deploy Virtual Machine from this Template..., as shown in the

following screenshot:

T lat
g:mplate A3 Convert to Virtual Machine...
emplate
@Temglate 55 Clone to Template...
[ Template
1 Template Mave To...
@ Template oo
gTemplate @ ssignTag.
Server_2(
L Template < Remove Tag
[J Template  Alarms
LA Template  u ycenter Actions

5 Template [J] Actions - Template_Win2012_STD

£ Template »" Deploy VM from this Template...

(7]
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This will open the Deploy Template wizard as shown in the following screenshot where you will
be required to:
1. Choose a VM name and its location in the inventory
Select a host and cluster where it will reside
Select a resource pool
Choose a datastore

o 0N

Choose the customization

53‘ Template_Win2012_STD - Deploy From Template () M

1 Edit settings Enter a name for the virtual machine.

1a Select aname and folder |

Virtual machine names can contain up to 80 characters and they must be unique within each vCenter Server Vi folder.

1b Select a compute resource

1c Select storage Select a location for the virtual machine.

1d Select clone oplions | @ Search |

2 Ready to complete w [FJveco1

Select a datacenter or VM folder to create the new virtual
machine in

Next Cancel

There are a few things that need to be considered when using templates:

» Try to keep your templates up to date with OS patches, updates, and so on.
» Don'tjoin templates to the Active Directory domain.

» Make sure it doesn't have an IP address configured or that this IP address is
not used anywhere else to avoid any conflicts.

» Give templates meaningful names and use the Notes field to add additional
information about the template.

» Install VMware tools and keep them updated as you update hosts.

(&)
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Delivering new VMs faster with

customizations

Customizations allow the automating of post-deployment tasks such as:

» Changing the local administrator password

» Changing the computer name

» Changing the Windows product key

» Configuring IP, DNS, and other network settings
» Joining a domain

» Changing the time zone

» Running custom bat, PowerShell, or bash scripts

How to do it...

To create a customization:

1. Go to the Home view.
2. Click on Customization Specifications Manager.
3. Click on New, which will open vSphere Client Windows Guest Customization.

[}5 Hew VM Guest Customization Spec 2 M

% 1 Specify Properties

2 SetRegistration Information

Enter a name for the custornization specification and selectthe OS ofthe target.

3 Set Computer Name Target VM Operating System: Windows -
& EMET O TR EEEIED D Use custom SysPrep answer file
5 Set Administrator Password

6 Time Zone Customization Spec Name:

7 Run Once Description:
& Configure Network

9 Set Workgroup or Domain

Set Operating System

10 options

11 Ready to complete

Next Cancel

s
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The wizard will ask you a series of questions related to post-deployment tasks that need to
be performed:

>

Registration information: owner's name and organization

Computer name

Windows license key

Local administrator password

Time zone

Network settings

Workgroup or domain name

Whether a new SID has to be generated

Whether there are any commands that need to be run once after deployment

Using customization

If you are deploying a VM from a template, customization options are available on the
last step of the Deploy Template wizard:

@ Deploy Template = =

Guest Customization
Select the customization option for the guest operating system

Name and Location

[ Power on this virtual machine after creation,

Select the option to use in customizing the guest operating system of the new virtual machine,

(¥ Do not customize

" Customize using the Customization Wizard

" Customize using an existing customization spedfication

Help | % Back | Next > I Cancel |

4

If you already have a customization, choose the last option: Customize using an existing
customization specification. The second option—Customize using the Customization
Wizard—will open vSphere Client Guest Customization, the same wizard that's used to
create a new customization.

If this option has been chosen, you will be able to save this configuration as a
new customization.

[
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@ Deploy Template =

Guest Customization
Select the customization option for the guest operating system

Name and Location
Host [ Cluster ™ Power on this virtual machine after creation.
Resource Pool
Storage
E Guest Customization
User Settings Do not customize
Ready to Complete

Select the option to use in customizing the guest operating system of the new virtual machine.

¥ Customize using the Customization Wizard

" Customize using an existing customization specification

Registration Information
Spedify registration information for this copy of the guest operating system.

Registration Information

Computer Name Type in the owner's name and organization.
Windows License

Administrator Password Name: I
Time Zone

Fun Once

Metwork

Workgroup or Domain
Operating System Options
Save Spedfication

Ready to Complete

Organization: I

When deploying VMs in Web Client, this last step is called 1d Select clone options.

55’ Template_Win2012_STD - Deploy From Template

1 Edit settings ["] Customize the operating system
v 1a Select a name and folder [ Customize this virtual machine's hardware (Experimental)
v 1b Selecta compute resource [] Power on virtual machine after creation

+  1c Select storage

¥  1d Select clone options

2 Ready to complete

Back

Next

&)
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The first option, Customize the operating system, when checked will show the list of existing
customizations in the next step:

55’ Template_Win2012_S5TD - Deploy From Template

1d Select clone options

1e Customize guest0OS

2 Ready to complete

Troubleshooting customizations

Customization will run once a VM has been deployed and powered on.

How to do it...

To track the process, select the VM and go to the Tasks & Events tab. Here, under the Tasks
view, you will be able to see whether customization has started and when it's finished.

1 Edit settings Operating System:  Microsoft Windows Server 2012 (64-bit)
«  1a Selectaname and folder o o Oy
v 1b Select a compute resource
Mame Guest 05
1 13 SRl Server_2012_lab Windows
LV
v

p-web28
Summary ' Resource Allocation | Perfformance  REE SR Alarms -
View: Tasks Events

Description Type

Aticket of typemks has been acquired. & info

&l

@ Remoteconsole connated @ info
&3

cﬁ Task: Reconfigure virtual machine

o]

Customization of VM p-web28 succeeded. @ info
Customization log lomted at

C:\Windows\ TEMP\wmware-imc\guestcustlog in

the quest 05,

Reconfigured virtual machine & info
B info

Resource allocation changed & info

Started customization of VM p-webZs. & info

Customization log loted at

C:\wWindows\TEMP\wmware-imc\guestcustlog in

the quest 0S.

Alarm Virtual machine memory usage’ changed & info

from Gray to Green
Alarm Virtual machine cpu usage' changed from & info

Gray to Green

=
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If customization starts but never finishes or fails, review the following log files, which may give
you a clue as to what went wrong:

» $SYSTEMROOT%\Temp\VMware-cust-nativeapp.log

» Logfiles in the $SYSTEMROOT%\ Temp\vmware-imc\ folder

Once you have the actual error message, search VMware Knowledge Base available at
http://kb.vmware.com for a solution.

If customization fails to add a new VM to a domain, make sure you use a fully qualified
domain name for the domain and username with the following details:
» Username: user@domain.local

» Domain: domain.local

There's more...

Customization success very much depends on the health of the template or source
VM that's being cloned. Customization may fail when:
» Sysprep runs on the template more than three times

» The Microsoft Windows Software Licensing Rearm program has run more than
three times

» Third-party software is installed

More details about these issues and how to fix them can be found in the following
VMware Knowledge Base http://kb.vmware . com articles:

» The KB article 2014140 can be found at http://kb.vmware.com/kb/2014140
» The KB article 1006025 can be found at http://kb.vmware.com/kb/1006025

Also, it can be found in the Microsoft Knowledge Base article at http://support.
microsoft.com/kb/929828

Keeping templates up to date

It is a good idea to keep templates up to date with OS patches and VMware tools updates.
Also, the same procedure applies to making any changes to an existing template.

&1
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How to do it...

To make changes to an existing template:

1. Go to the VMs and Templates view.
2. Right-click on the template.

3. Choose Convert to Virtual Machine.
4

The Convert Template to Virtual Machine wizard will prompt for cluster or specific
host as well as the resource pool future VMs should be put to, as shown in the

following screenshot:

A3 Template_Win2012_STD - Convert Template To Virtual Machine

1 Edit settings Q Search
1a Select a compute resource
= - [5L48
2 Ready to complete » @ LAB-Cluster

Select a cluster, host, vApp or resource pool to run this
virtual machine

Compatibility:

Next Cancel

5. Click on Finish to start the conversion.

Once the conversion has been completed, you can power the VM up and perform
the necessary changes and updates.

7. The last step is to convert it back to a template as described in the Delivering new
VMs faster with templates recipe of this chapter.

~[ee]
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If you have an IP address assigned to this VM or you are not sure whether
there is anything configured, consider disabling the network card in VM
' settings before turning it on to avoid any conflicts with running servers.

Utilizing host local storage

vSphere 5.5 introduced a new feature called Virtual SAN (vSAN). This feature allows
utilizing a host's local storage to create a shared distributed storage for VM placement.

vSAN is a software-based solution built into ESXi; it's scalable and easy to configure
and manage.

Getting ready

vSAN requires a license separate from vSphere and vCenter. The feature is licensed on a
per-CPU basis.

The minimum infrastructure requirements for vSAN are:
» Each host that is a part of the vSAN cluster has to have at least one
Solid State Disk (SSD) and one Hard Disk Drive (HDD).
» At least three hosts with local storage are required.

» Atleast 1 Gbps network ports are required.
Also, it is recommended to:

» Use 10 Gbps NICs.
» Have a VMkernel vSAN adapter on every physical NIC.
» Have a 1:10 ratio between SSD and HDD capacity.

» Hardware RAID is not required and it's better to have just a bunch of disks
without any hardware RAID configured.

» Create more disk groups of a smaller size rather than less larger groups.
Smaller groups mean smaller failure domains and better performance.
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» Keep the host configuration in the vSAN cluster similar. Refer to the Keeping
host configuration consistent recipe in this chapter for more details.
» Store ESXi logs externally. See the Configuring remote logging recipe for more details.

» Make sure the HA isolation response is set to power-off, which allows VMs residing
on isolated hosts to be restarted.

» Avoid using the flash read cache reservation for your storage. Let vSAN take care

of that.
B Currently, vSAN doesn't support: ]
» FT
» DPM
» Storage DRS
» Storage I/0 control
/&S » Virtual disks larger than 2 TB

» More than 32 hosts

» More than 100 VMs per host

» More than 7 HDDs in a disk group
Consider this when planning changes.

How to do it...

The process of configuring vSAN includes the following steps and is outlined in:

1. Create VMkernel NIC for vSAN.

2. Enable vSAN on the cluster level.
3. Create vSAN disk groups.
4

Create the storage policy (optional).

Create VMkernel NIC for vSAN
This has to be done on each host participating in the vSAN cluster:

1. Select a host.

2. Goto Manage | Networking | VMkernel adapters.
3. Click on the Add Networking icon.

4. Select VMkernel Network Adapter and click on Next.
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Select a standard switch on which to create a VMkernel adapter

Switch Discovered |ssi
1 vswitcho
it vswitch1
it vswitchz

[+]

5. Click on Browse, select the distributed port group, and click on Next.
6. Check Virtual SAN traffic under the Enable services section and click on Next.

+ 1 Select connection type Port properties
Specify VMkernel port settings.
" 2 Selecttarget device

3 Connection settings VMkernel port settings

3a Port properties

Metwork label [Viikernel
3b IPv4 settings

4 Ready to complete VLAN ID: None (0) n

IP settings: IPv4 |~

TCPIP stack: [ Defautt -] @
Available services

Enable services: []wMation traffic

|:| Fault Tolerance logging
[] Management traffic
[/] virtual SAN traffic

7. Leave the network setting at DHCP or provide static settings and click on Next.
Click on Finish.

]
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Enable vSAN on cluster level

Once all hosts have VMkernel NIC adapters configured, vSAN can be enabled on the cluster.
Before enabling vSAN, make sure vSphere HA is disabled. Disable it temporarily if necessary.

To enable VSAN:

1. Select the cluster these hosts are part of.

Go to the Manage tab.

In the Virtual SAN section on the left, select General.
Click on the Edit button on the right.

Check the Turn ON Virtual SAN option.

Select vSAN mode and click on OK.

© o M w D

o In Automatic mode, every empty storage on the host will automatically
be added to the vSAN storage.

o In Manual mode, the administrator selects the disks that will be used
for vSAN manually.

WE} LAB-Cluster - Edit Virtual SAN Settings ?

[/ Turn ON Virtual SAN
Add disks to storage Manual -

Requires manual claiming of any new disks on the included
hosts to the shared storage.

Licensing o Youmustassign alicense key to the cluster before the
evaluation period of Virtual SAN expires.

0K Cancel

Create vSAN disk groups
A disk group is a local storage that hosts provide to vSAN. To create a disk group:

Select a cluster.
Go to Manage | Settings | Disk Management.
Select a host in the list.

P 0N P

Click on the Create Disk Group icon.
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@a 192.168.6.57 - Create Disk Group ?
First, selecta single S3D diskto serve as a write cache and read buffer.
Mame Drive Type Capacity Transport Type
This listis empty.
0 items -
Then, select one or many disks to serve as data disks.
Q -
Mame Drive Type Capacity Transport Type
[] & Local DELL Disk (naa.6b083fe0cdf520001c01f..  Non-SSD 837.75GB Parallel SC5l
) litems [~
ok || cancel |

At least one SSD and one spinning disk must be selected. A single disc
i group can contain up to six spinning disks.

5. Repeat the last step for all hosts participating in vSAN.

There must be at least three hosts in vVSAN.

Creating a storage policy

By default, the newly created vSAN cluster will be able to tolerate one host failure. In general,
to tolerate n failures, the environment requires 2N + 1 hosts.

If the requirement is to tolerate more host failures, do the following:

1. Under Home in Web Client, open VM Storage Policies.
2. Click on the New VM Storage Policy icon.

3. Give it a name and click on Next.
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4. Click on Add Capability and select Number of failures to tolerate.

If this option is not available, you may need to enable storage policies for
- the cluster. To do that, close the current dialog and click on Enable VM
% Storage policies per compute resource icon, select a cluster from the
=" list, and click on Enable.

This feature requires a license.

5. Set the required value and click on Next.

5 Create New VM Storage Policy

LM

+ 1 Name and description Rule-Set 1
Select rules to create your VM storage policy.
" 2 Rule-Sets * The VM storage policy will match datastores that satisfy any ofthe rule sets.
+ Arule setwill match datastores that satisfy all of the selected rules.
2a Rule-Set1
3 Matching resources
J Rules based on vendor-specific capabilities | VSAN ‘ - |
4 Ready to complete
Number of failures to tolerate € 1

| <Add capability= | -]

Rules based on tags

Add tag-based rule ‘

Add another rule set

Back Next

Cancel

6. Click on Next and then on Finish.

Be careful when creating a profile with other settings without specifying the
i

number of failures to tolerate. The default value in this case will be O.

Once a new profile has been created, it can be applied to a virtual machine. To do this:

1. Right-click on a VM.

2. Select All vCenter Actions.

[
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3. Choose VM Storage Policies.

4. Click on Manage VM Storage Policies.

5. Select the policy and click on the Apply to disks button.

[ SQLIO: Manage VM Storage Policies ?)

The Home VM storage policy applies to the virtual machine configuration files.

Home VM storage policy: | Default Policy | v | | Apply to disks |

Optionally, select a virtual disk and apply a separate VM storage policy to it.

WM storage policies forvirtual disks:  pis Name

WM Storage Policy
Hard disk 1 Default Palicy
Hard disk 2 Default Palicy

| ok || cancel |

6. Click on OK.

Each piece of data is written at least twice, that is, there are at least two replicas for each
data object on vVSAN. Replicas are written to different disks on different hosts. This is to
ensure that in the case of a host failure, this data is available on the other host.

Additional replicas will be used to protect against multiple host failures. vSAN will create
enough replicas depending on the chosen amount of host failures to tolerate. The number
of nodes in a cluster also dictates the maximum number of host failures to tolerate. For
example, three node clusters can tolerate only one host failure.

The requirement to have a third host in the vSAN cluster comes from the need of a so called
witness host. A withess host doesn't store any replicas. Instead, it stores metadata that helps
to keep track of replica placement to ensure at least one replica is always available.

The withess host also plays an important role in a split-brain situation, when two or more
hosts are running but are not able to connect to each other. In this situation, the witness
host helps to choose the host that will be serving data.
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The following diagram shows this architecture for three hosts:

] - ]

The failure of a withess host doesn't cause any data loss as there is still a full set of data
available. If the witnhess host is not available for more than 60 minutes, it is automatically rebuilt.

Automating VM deployments

In situations when there is a requirement to deploy many VMs in a short period of time, the
process can be automated using PowerCLI scripts.

PowerCLlI is not the only way to automate deployments in vSphere. VMware
provides an Application Program Interface (API) and Software Development

Kit (SDK), which can be used in conjunction with several languages to
automate a broad range of tasks in vSphere. More information is available at

https://www.vmware .com/support/developer/vc-sdk/.

PowerCLlI is a snap-in for Windows PowerShell to manage the vSphere environment. It allows
administrators to automate any management tasks, including tasks related to guest OS and
storage. The tool comes with over 300 cmdlets as well as documentation and examples.
PowerCLlI is free and can be downloaded from http://my.vmware.com.

Make sure the version being installed is compatible with the vSphere
o and PowerShell versions in the environment.
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Getting ready

Before creating and testing a VM deployment script described further, make sure the following
is ready:

» Atemplate to be used

» Customization to be applied.

» Alist of server names and IP addresses new VMs have to be configured with

» PowerCLlI installed on the machine where the deployment script will be executed

How to do it...

VM deployment with PowerCLI involves the following:

1. Creating a deployment script
2. Connecting to vCenter and running the script

Creating a deployment script
In PowerCLI, a new VM can be created with the New-vM command. It takes over 30
arguments such as:

» Target host

» VM name

» Template

» Target datastore

» Customization
The typical command that can be used is as follows:

New-VM -vmhost <Target Host> -Name <VM Name> -Template <Template
name> -Datastore <Datastore name> -OSCustomizationSpec <Customization
name> -Location <Folder name> -Description <VM description>

All parameters can be set as variables at the beginning of the script. This way they can be
changed if necessary in one place instead of searching for them in the code:

$targetHost = "esxié6"

New-VM -vmhost $targetHost ...

[55]-
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When the existing customization doesn't include certain settings, it can be modified in the
script. For example, to add new VMs to the Windows domain, modify the customization in
the following way:

Get-OSCustomizationSpec -Name <Existing customization> | New-
OSCustomizationSpec -Name <Temporary customization> -Type Persistent

Get-OSCustomizationSpec -Name <Temporary customization> | set-
OSCustomizationSpec -Domain <domain> -DomainUsername <Domain user> -
DomainPassword <Domain admin password>

This doesn't change the existing customization in vCenter. The domain user
s must have permission to add computers to the Active Directory domain.

The sSet-NetworkAdapter command can be used to assign a VM's NIC to the correct port
group. For example, execute the following command:

Get-NetworkAdapter -VM <VM name> | Set-NetworkAdapter -NetworkName
<Port group name>

Finally, use Start-VvM to power on a new virtual machine:
Start-VM -VM <VM name>

More information about all the commands mentioned earlier can be obtained by typing
get-help <commands in PowerCLI.

Running a deployment script

A deployment script has to be run against vCenter where VMs will be deployed:
1. Open PowerCLI.
2. Type Connect-VIServer to connect to vCenter.
3. You will be prompted for the vCenter FQDN or IP address.

& VMware vSphere PowerCLl 5.1 Release 2 - a “

Welcome to the UMware vSphere PowerCLIt

Log in to a vCenter Server or ESX host: Connect—UIServer

o find out what commands are available, tuype: Get—UICommand

o show searchable help for all PowerCLI commands: Get—PowerCLIHelp

Once you've connected,. display all virtual machines: Get—-UM

If you need more help. visit the PowerCLI community: Get—PowerCLICommunity

Copyright (C> 1998-2813 UMuware. Inc. A1l rights reserved.

PowerCLI C:~Program Files (x86>“UMware-Infrastructure vSphere PowerCLI> Connect-—|
IServer

ndlet Connect—-UIServer at command pipeline position 1
Bupply values for the following parameters:
Server[B]: 192.168.15.188




4. Once connected, you will be prompted for credentials to log in.

owerCLI C:“\Program Files (x86>\UMwaresInfrastructuresuviphere PowerCLI> Connect-—
IServer

ndlet Connect—UIServer at command pipeline poszition 1

Eupply values for the following parameters:

Serverl@l: 192.168.15.1808

Ferverli]:

JARNING: There were one or more prohlems with the server certificate:

A certification chain processed correctly, but terminated in a root
ertificate which isn’t trusted by the trust provider.

The certificate’s CH nan Specify Credential

ertificate: [Subject]
CN=p—vuc#1, L=TORONTO, S-

[Issuer]
CN=p—vucH1, L=TORONTO, S-

[Sggﬁggﬂggggglﬁ.gSSBEﬁ Please spedfy server credential
[Mot Beforel User name: g |
12-4-2812 9:13:43 PH
[Not After] Bassword:
12,2/,20822 9:13:43 PH

[Thumbprint ]

ES5DFDBA1CAB4298E3IBCER?
Cancel

he server certificate is not walid.

JARNING: THE DEFAULT BEHAUIOR UFON INUALID SERVER CERTIFICATE WILL CHANGE IN A
[FUTURE RELEASE. To ensure scripts are not affected by the change. use
Bet—PowerCLIConf iguration to set a value for the InvalidCertificatefiction
option.

5. You will get the PowerCLI command prompt after a successful connection.
Switch to the folder with the deployment script:
cd <path>

7. Run the following script:

.\<script filename>

Port User

192.168.15.1688 443 kkuminsky

pt
PowerCLI C:\Scripts? .“new—uns.psl
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Deploying new hosts faster with scripted

installation

Scripted installation is an alternative way to deploy ESXi hosts. It can be used when several
hosts need to be deployed or upgraded.

M To deploy a large number of hosts, the Auto Deploy feature described in
Q the Deploying new hosts faster with auto deploy recipe in this chapter
may be more suitable.

The installation script contains ESXi settings and can be accessed by a host during the ESXi
boot from the following locations:

» FTP
» HTTPor HTTPS
» NFS

» USB flash drive or CD-ROM

How to do it...

The following sections describe the process of creating an installation script and using it to
boot the ESXi host.

Creating an installation script
An installation script contains installation options for ESXi. It's a text file with the . cf£g extension.

The best way to create an installation script is to use the default script supplied with the ESXi
installer and modify it. The default script is located in the /etc/vmware/weasel/ folder
location and is called ks .cfg.

Commands that can be modified include, but are not limited to:

» The install, installorupgrade, or upgrade commands define the
ESXi disk—location, where the installation or upgrade will be installed. The
available options are:

o --disk: This option is the disk name which can be specified as path
(/vmfs/devices/disks/vmhbaX:X:X), VML hame (vinl . XxxXXXXxXXX)
or as LUN UID (vmkLUM _UID)

o -overwritevmfs: This option wipes the existing datastore.
o --preservevmfs: This option keeps the existing datastore.
o --novmfsondisk: This option prevents a new partition from being created.
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>

The Network command, which specifies the network settings. Most of the available
options are self-explanatory:

o --bootproto=[dhcp|static]

o --device: MAC address of NIC to use
a --ip

O --gateway

O --nameserver

o --netmask

O --hostname

a --vlanid

A full list of installation and upgrade commands can be found in the vSphere5 documentation
on the VMware website at https: //www.vmware . com/support/pubs/.

Use the installation script to configure ESXi
In order to use the installation script, you will need to use additional ESXi boot options.

1.
2.

Boot a host from the ESXi installation disk.

When the ESXi installer screen appears, press Shift + O to provide additional boot
options.

In the command prompt, type the following:

ks=<location of the script> <additional boot options>

The valid locations are as follows:

kg=cdrom: /path
ks=file://path
kg=protocol://path
ks=usb: /path

The additional options available are as follows:

gateway: This option is the default gateway

ip: This option is the IP address

nameserver: This option is the DNS server

netmask: This option is the subnet mask

vlanid: This option is the VLAN ID

netdevice: This option is the MAC address of NIC to use

bootif: This option is the MAC address of NIC to use in PXELINUX format

s


https://www.vmware.com/support/pubs/

Increasing Environment Scalability
For example, for the HTTP location, the command will look like this:

ks=http://XX.XX.XX.XX/scripts/ks-vl.cfg nameserver=XX.XX.XX.XX
ip=XX.XX.XX.XX netmask=255.255.255.0 gateway=XX.XX.XX.XX

Deploying new hosts faster with auto deploy

vSphere Auto Deploy is VMware's solution to simplify the deployment of large numbers of
ESXi hosts. It is one of the available options for ESXi deployment along with an interactive
and scripted installation.

The main difference of Auto Deploy compared to other deployment options is that the ESXi
configuration is not stored on the host's disk. Instead, it's managed with image and host
profiles by the Auto Deploy server.

Getting ready

Before using Auto Deploy, confirm the following:

» The Auto Deploy server is installed and registered with vCenter.

It can be installed as a standalone server or as part of the
i vCenter installation.

» The DHCP server exists in the environment.

» The DHCP server is configured to point to the TFTP server for PXE boot (option 66)
with the boot filename undionly . kpxe.vmw-hardwired.

» The TFTP server that will be used for PXE boot exists and is configured properly.
» The machine where Auto Deploy cmdlets will run has the following installed:

o Microsoft .NET 2.0 or later

o PowerShell 2.0 or later

o PowerCLI including Auto Deploy cmdlets

» New hosts that will be provisioned with Auto Deploy must:

o Meet the hardware requirements for ESXi 5
o Have network connectivity to vCenter, preferably 1 Gbps or higher
o Have PXE boot enabled
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How to do it...

Once prerequisites are met, the following steps are required to start deploying hosts.

Configuring the TFTP server
In order to configure the TFTP server with the correct boot image for ESXi, execute the

following steps:
1. InvCenter, go to Home | Auto Deploy.
2. Switch to the Administration tab.
3. From the Auto Deploy page, click on Download TFTP Boot ZIP.
4. Download the file and unzip it to the appropriate folder on the TFTP server.

Creating an image profile

Image profiles are created using Image Builder PowerCLI cmdlets. Image Builder requires
PowerCLI and can be installed on a machine that's used to run administrative tasks. It doesn't
have to be a vCenter Server or Auto Deploy server and the only requirement for this machine
is that it must have access to the software depot—a file server that stores image profiles.

Image profiles can be created from scratch or by cloning an existing profile. The following
steps outline the process of creating an image profile by cloning. The steps assume that:
» The Image Builder has been installed.

» The appropriate software depot has been downloaded from the VMware website
by going to http://www.vmware.com/downloads and searching for the
software depot.

Cloning an existing profile included in the depot is the easiest way to create a new profile.
The steps to do so are as follows:

1. Add a depot with the image profile to be cloned:
Add-EsxSoftwareDepot -DepotUrl <Path to softwaredepot>

2. Find the name of the profile to be cloned using Get -ESXImageProfile.
3. Clone the profile:

New-EsxImageProfile -CloneProfile <Existing profile name> -
Name <New profile name>
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4. Add a software package to the new image profile:
Add-EsxSoftwarePackage -ImageProfile <New profile name> -

SoftwarePackage <Package>

At this point, the software package will be validated and in case of errors, or if there are any
dependencies that need to be resolved, an appropriate message will be displayed.

Assigning an image profile to hosts
To create a rule that assigns an image profile to a host, execute the following steps:

1. Connect to vCenter with PowerCLI:

Connect-VIServer <vCenter IP or FQDN>

2. Add the software depot with the correct image profile to the PowerCLI session:
Add-EsxSoftwareDepot <depot URL>

3. Locate the image profile using the Get -EsxImageProfile cmdlet.

4. Define a rule that assigns hosts with certain attributes to an image profile. For
example, for hosts with IP addresses for a range, run the following command:

New-DeployRule -Name <Rule name> -Item <Profile name> -Pattern
"ipv4=192.168.1.10-192.168.1.20"

Add-DeployRule <Rule name>

Assigning a host profile to hosts
Optionally, the existing host profile can be assigned to hosts. To accomplish this, execute the

following steps:
1. Connect to vCenter with PowerCLI:

Connect-VIServer <vCenter IP or FQDN>

2. Locate the host profile name using the Get -vMhostProfile command.

Define a rule that assigns hosts with certain attributes to a host profile. For example,
for hosts with IP addresses for a range, run the following command:

New-DeployRule -Name <Rule name> -Item <Profile name> -Pattern
"ipv4=192.168.1.10-192.168.1.20"

Add-DeployRule <Rule name>

Please see the Keeping host configuration consistent recipe of this chapter for steps on how
to create a new host profile.
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Assigning a host to a folder or cluster in vCenter
To make sure a host is placed in a certain folder or cluster once it boots, do the following:

1.

Connect to vCenter with PowerCLI:

Connect-VIServer <vCenter IP or FQDN>

Define a rule that assigns hosts with certain attributes to a folder or cluster. For
example, for hosts with IP addresses for a range, run the following command:

New-DeployRule -Name <Rule name> -Item <Folder name> -Pattern
"ipv4=192.168.1.10-192.168.1.20"

Add-DeployRule <Rule name>

[ If a host is assigned to a cluster it inherits that cluster's host profile. ]

Auto Deploy utilizes the PXE boot to connect to the Auto Deploy server and get an image
profile, vCenter location, and optionally, host profiles. The detailed process is as follows:

>

>

The host gets gPXE executable and gPXE configuration files from the PXE TFTP server.

As gPXE executes, it uses instructions from the configuration file to query the
Auto Deploy server for specific information.

The Auto Deploy server returns the requested information specified in the image
and host profiles.

The host boots using this information.
Auto Deploy adds a host to the specified vCenter Server.

The host is placed in maintenance mode when additional information such as IP
address is required from the administrator.

To exit maintenance mode, the administrator will need to provide this information
and reapply the host profile.

When a new host boots for the first time, vCenter creates a new object and stores it together
with the host and image profiles in the database. For any subsequent reboots, the existing
object is used to get the correct host profile and any changes that have been made.
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More details can be found in the vSphere 5 documentation on the VMware website at
https://www.vmware.com/support/pubs/.

Keeping host configuration consistent

When managing clusters with many ESXi hosts, administrators usually want these hosts to
have the same configuration. Such consistency ensures the required redundancy and lets
administrators automate many processes such as DRS or DPM.

As hosts have many settings, it can be a difficult task to keep their configuration consistent
across the cluster. vCenter offers a feature called host profiles. Profiles store the host's
configuration and can be used to configure new hosts and validate the configuration for
the existing hosts.

Getting ready

Host profiles are supported starting from vSphere 4. This is a licensed feature that comes
with the Enterprise Plus edition.

How to do it...

The profile workflow is as follows:

1. Configure one host.
Create a profile using this host.
Add more hosts or clusters to this profile.

Check a host's compliance.

o 0N

Apply a profile to hosts that are not compliant if necessary.

Creating a profile using a reference host
To create a new profile, execute the following steps:

1. Goto Home | Management view.
2. Open Host Profiles.
3. Click on the Create Profile link at the top of the view.
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4. Select Create Profile from existing host and click on Next.

@'Create Profile ? Clone Profile

=] ﬂ Host Profiles
Dell PE R620
Dell PE1950
ESXi6_temp
Dell R620

aalenlenlel

Select Creation Method
Create a new profile or import an existing profie.

{5 Edit Profile

@(Delete host profile

|85 Attach Host/Cluster

Host Profiles:
Compliant Profiles:

Select Creation Method

Spedfy Reference Host
Profile Details
Ready to Complete

{* Create Profile from existing host

" Import profile

In the

EalN I

click on Next.

will be created.

Web Client:

Open Host Profiles.

Go to Home | Management view.

Select a host, which has the correct configuration that needs to be replicated and

Choose the name for this profile, click on Next and then Finish. A new profile

Click on the plus sign to extract a profile from a host.
You will be prompted to choose a host and give a name to the new profile.
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[i5 Extract Host Profile 2]
Select a hostto extractthe profile settings
" 2 Name and Description
v 3 Ready to complete vCenter Server: | vel1 -
Filter | (1) Selected Objects
Q -
Name
O @ esx-04
O [ esx-01
O @ esx-03
(o) esxi-02
[ ] 4items
Next Finish Cancel
Add a host to a profile
To attach a host or a cluster to an existing profile, perform the following steps:
1. Goto Home | Management view.
2. Open Host Profiles.
3. Select a profile and click on the Attach/Detach button (in vSphere Client,
click on the Attach Host/Cluster link at the top).
4. You will be prompted to select hosts or clusters.
[f5 Dell R620 - Attach/Detach Hosts and Clusters N
Select Hosts/Clusters
Select hosts and clusters from the list of compatible objects to attach to profile
2 Customize hosts
i Q -
Host/Cluster Cument Profile Host/Cluster Current Profile
« [J LAB-Cluster
[, esxi-04
[3, esx-01
[ esxi-03
g esui-02
Attach All ==
M 5 items 0 items
Next Cancel
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Check a host's compliance
To check a host's compliance after a profile has been attached, execute the following steps:

1. Goto Home | Host Profile.

2. Select a profile that has to be checked.

3. Go to the Hosts and Cluster tab.

4. Select a host and click on Check Compliance.
Dell R620
=00 E Y Hosts and Clusters
Select an entity below to view its compliance failures Apply Profile... Check Compliance Check Answer File Refresh

Entity Name, Host Profile Compliance or Compliance - Last Checked contains: » Clear

Entity Name Host Profile Compliance Compliance - Last Checked Profile Answer File Statug
0 p-esxi2 & Unknoun DellR620 Incomplete
B peesxil & Noncompliant C DellRE20 Incomplete
< >
Compliance Failures

If a host is not compliant, failures will be listed under the host list.

The steps are similar in the Web Client:

1. Goto Home | Host Profile.

2. Select a profile that has to be checked.
3. Go to Monitor | Compliance to view the compliance status for the attached hosts.

Chapter 3

4 Host Profiles ) X [J3DellR620  Aclions ~

Fa Dell R620 Getting Started  Summary | Monitor | Manage Related Objects
g Hosts
| Issues Compl\ance|

@ & B Filter by status: | All [~ ]
Entity Name: Host Compliance Last Cheded
[ esxi-04 @ Unknown
i
* Compliance [m]

Status: @ Unknown

Profile:  [5 Dell R620
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Applying a profile to a host

To apply a profile to a host, follow these steps:

1.

2
3.
4

Confirm that the host has a profile attached.

Go to the Hosts and Clusters view.

Right-click on the host.

Go to Host Profile | Apply Profile.

|@ Home b gf Inventory [ [E] Hostsand Clusters

E a2 | VT'ware ESXi, 5.1.0, 1312873
Ctrl+M
3l Machines ' Performance ' Configuration ' Tasks §
g | Machi rf f k
W LES o
MNew Resource Pool Ctrl+0
% Ctrl+A
B p-es Disconnect Dell Inc.
g fl'l'::j E Enter Maintenance Mode PowerEdge 1950
@& High Rescan for Datastores... 8 CPUs x 2.826 GHz
@ Low Intel{R) Xeon(R) CPU
E? Fi Add Permission... Ctrl+P E5440 @ 2.83GHz
Mo Alarm » VMware vSphere 5 Enterprise
E? p - Licensed for 2 physical CP...
E; p.| Host Profile 4 Manage Profile...
% [ % Shut Down Create Profile from Host...
& z_ B Enter Standby Mode Check Compliance
5 pe B Reboot Apply Profile...
& @ PowerOn Connected
% :: Report Summary... and Templates: 3
P Report Performance... ves
P il |& ™
4 e Intel® "Merom™ [3
@ » Open in New Window... Ctrl+Alt+N Generation
@ v i
0 o Rermove = & Connected (Slave) &2
% P Reconfigure for vSphere HA for FT: No G
Py
i Scan for Updates
p p
@ Pyl Stage Patches... )
@D r. P {Updated) Dell ES%i-5. 14p...
& = emediate... - @ VA
{3 p-GCU-ics20 | DirectPath 1/0: Mot supported  [J
3 p-GCU-ics21

The same can be accomplished from the Host Profiles view:

P WD
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Go to Home | Host Profile.

Select a profile that has to be applied.
Go to the Hosts and Cluster tab.

Select a host and click on Apply Profile.
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In the Web Client, this option is called Remediate and is available under All vCenter Actions
by right-clicking on the host, or in Host Profiles after selecting a profile and an appropriate
host from the list:

4 Host Profiles '@  § Ej Dell R620 Actions =
i) stting Starte ummary | Monitor | Manage Related Objects
L T Gefting Started S M Related Object
B Hosts
Issues | Compliance
Hosts
[3 esxi-04 ch Gy B Filter by status: | Al -

Enlil Remediate host based on its host profile. Last Chedied

[7 Host must be in maintenance mode.

Increasing a VM's RAM and CPU online

vSphere allows us to increase the amount of memory and vCPUs assigned to a virtual
machine online without turning this virtual machine off. This feature is called Hot Add
and has to be enabled per virtual machine.

Getting ready

Once the memory or number of processors has been changed, it depends on the guest OS
whether it will be able to see changes without a reboot. Operating systems that support Hot
Add of CPUs and RAM are as follows:
» Windows Server:
o Memory Hot Add—starting from Server 2003 Enterprise.
o CPU Hot Add—64 bit versions starting from Server 2008.

o Memory Hot Add—Ubuntu starting from v14, Red Hat starting from v5,
CentOS starting from 5.0, and Debian starting from v7.

o CPU Hot Add—Ubuntu starting from v10, Red Hat starting from v5.1,
CentOS starting from 5.1, and Debian starting from v7.
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How to do it...

To enable HotPlug or verify the settings, execute the following steps:

1.

© o M w D

Shut down a VM if you are changing the settings.
Right-click on the VM.

Go to Edit Settings.

Go to the Options tab and select Memory/CPU Hotplug.
Switch Memory Hot Add to Enable.

Switch CPU Hot Plug to either Enable CPU hot add only or Enable CPU hot add and
remove for this virtual machine depending on which option is available.

Hardware Options |Resources | Profiles | vServices | Virtual Machine Version: vmx-039

Settings | Summary —Memory Hot Add
General Options p-web20
wApp Options Disabled
WMware Tools Shut Down
Power Management Suspend
Advanced " Disable memory hot add for this virtual machine.

General Normal
CPUID Mask Expose Nx flag to ... {¥ Enable memory hot add for this virtual machine.

The guest O3 for which this WM is configured supports
adding memory while the VM is powered on.

Memary/CPU Hotplug Enabled/Add Only |

Boot Options Normal Boat ~ CPU Hot Plug

Fibre Channel NPTV None The guest O3 for which this WM is configured supports
CPU/MMU Virtualization Automatic adding virtual CPUs while the VM is powerad on.

Swapfile Location Use default settings
" Disable CPU hot plug for this virtual machine.

(% Enable CPU hot add only for this virtual machine.

Enable CPU hot add and remove for this virtual
machine.




In the Web Client:
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1. Selecta VM.
2. Go to the VM Hardware panel.
3. Click on Edit Settings.
4. Go to Virtual Hardware.
5. Expand *CPU options.
6. Select Enable CPU Hot Add.
1 d-sql4 - Edit Settings ?) M
| Virtual Hardware | VI Options | SDRS Rules | whpp Options |
- [ *cpu [ 1 |- @ .
Cores per Socket [ 1 | v | Sockets: 1
CPU Hot Plug {*) [ Enable CPU Hot Add
7. Expand *Memory options.
8. Select Memory Hot Plug and click on OK.
1 d-sql - Edit Settings 71 M

( virtual Haraware | vM Options | SDRS Rules | vApp Options |

v [l cpy (1 |~ @

- Wl *Memory
RAM | 2048 v|(ve |-
Reservation | 0 |v| [ MB |~

[ Reserve all guest memory (Al locked)

Limit | Unlimited |.| | MB |v|

Shares | Normal | - =

Memory Hot Plug (*) ¥ Enable

Once HotPlug is enabled even if VM is running, perform the following steps:

1. Right-click on the VM.
Go to Edit Settings.

WD

Click on OK.

In the Hardware tab, select Memory or CPU and increase them as required.
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Note that, unfortunately, decreasing the assigned memory requires
s VM to be off.
There's more...

Some Linux OSes require additional memory to be set manually online. To do this, follow the
ensuing examples:

» Verify which memory is offline:

grep line /sys/devices/system/memory/*/state

» Set the memory online:

echo online > /sys/devices/system/memory/memory [number] /state
» Verify the results with the following command:

free -m




Improving Environment
Efficiency

In this chapter, we will cover the following recipes:

» Meeting higher 1I/0 needs with the VMware Paravirtual controller

» Improving network performance with the VMXNET 3 network adapter
» Using new virtual hardware

» Controlling storage space used by virtual disks

» Managing space used by snapshots

» Improving host productivity with Flash Read Cache

» Speeding up VMs with Flash Read Cache

» Optimizing host power consumption

» Considering NUMA when configuring RAM

» VvCPU versus pCPU and time slots

Introduction

This chapter describes some features and enhancements offered by vCenter, along with
vSphere 5, designed to increase environment efficiency. This includes new virtual hardware,
a SCSI controller and network card, efficient space utilization, power consumption, and the
utilization of flash memory to make hosts and VMs faster.
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Meeting higher 1/0 needs with the VMware

Paravirtual controller

Virtual machine hardware Version 7 introduced a new VMware Paravirtual storage adapter
(PVSCSI). It is considered a high-performance storage adapter recommended for VMs with
high 1/0 usage. PVSCSI can handle high 1/0 with higher storage throughput while keeping CPU
utilization low.

In ESXi 4, the LSI Logic adapter performs better than PVSCSI for VMs
s doing less than 2,000 IOPS.

More details are available in the VMware KB 1017652 article at http://kb.vmware.com/
kb/1017652.

The following operating systems support PVSCSI:

» Windows Server 2003

» Windows Server 2008

» Windows Server 2008 R2
»  Windows Server 2012

» Windows Server 2012 R2
» Windows 8

» Red Hat Linux 5

These operating systems don't include drivers for PVSCSI by default and the drivers have to be
loaded before the virtual disk is recognized during OS installation.

How to do it...

The best option is to choose the Paravirtual SCSI controller during VM creation. New virtual
drives using PVSCSI can be added later even if the boot drive does not use PVSCSI. Additional
steps are required to change the SCSI controller for the existing drives if they are bootable.
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PVSCSI for a new VM

When a new virtual machine requires the Paravirtual SCSI controller, perform the
following steps:

1. Choose the Custom configuration in the first step of the Create New Virtual
Machine wizard.

Configuration
Select the configuration for the virtual machine

Configuration

— Configuration
Mame and Location I -
Host [ Cluster Typical
Resource Pool Create a new virtual machine with the most common devices and configuration options.
Storage

Virtual Machine Version
Guest Operating System
CPUs

Memory

MNetwork

SCSI Controller

Select a Disk

Ready to Complete

i Custom

Create a virtual machine with additional devices or spedific configuration options.

2. Inthe Virtual Machine Version step of the wizard, select Virtual Machine Version: 7
or later.

Virtual Machine Version

Configuration
Mame and Location

— Virtual Machine Version

Host / Cluster

Resource Pool

Storage

Virtual Machine Version
Guest Operating System
CPUs

Memory

Metweork

SCSI Controller

Select a Disk

Ready to Complete

This host or duster supports more than one ViMware virtual machine version. Specfy the virtual
machine version to use.

¢ Virtual Machine Version: 4

This version will run on YMware ESX 3.0 and later, and VMware Server 1.0 and later. This version
iz recommended when sharing storage or virtual machines with ESX up to 3.5.

 Wirtual Machine Version: 7

This version will run on YMware ESX/ESXi 4.0 and later. This version is recommended when
sharing storage or virtual machines with ESX/ESXi up to 4. 1.

' Virtual Machine Version: 8

This version will run on YMware ESXi 5.0 and later. Choose this version if you need the latest
virtual machine features and do not need to migrate to ESX/ESXi 4.
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3. Inthe SCSI Controller step, select VMware Paravirtual.

SCSI Controller Virtual Machine Version: 7
Which SCSI controller type would you like to use?

Configuration —SCSI controller
Mame and Location
Hest / Cluster " BusLogic Parallel (not recommended for this guest 05)
Resource Pool
Storage
Virtual Machine Version " LSI Logic SAS
Guest Operating System
CPUs

Memory

Network

SCSI Controller
Select a Disk

Ready to Complete

" LSI Logic Parallel

% yMware Paravirtual

4. Later, during the OS installation, you will get a message that no drives have
been found.

Where do you want to install Windows?

| MName Total size Free space | Type

#4 Refresh Drive options (advanced)

éﬁ Load driver

/b, We couldn't find any drives. To get a storage driver, click Load driver.
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5. Click on the Connect/Disconnect the Floppy Devices of the Virtual Machine button
on the VM toolbar and select Connect to floppy image on a datastore....

File View VM

N8B GRS

H Floppy drive 1 3

Connect to floppy image on lecal disk...

Connect to host device..,

Connect to floppy image on a datastore..,

6. Inthe Browse Datastores dialog, go to the vmimages\ floppies folder, select the

vmscsi. flp image, and click on OK.

1
~ These images exist on datastores by default. For Windows
2012 installation, use the Windows 2008 image.
) Browse Datastores = b

Lockin:  |floppies =l

Name File Size LastModified
pvscsi-Windows2008flp 117 KB 10/7/2014 3:20:40 PM
pvscsi-Windows2003Ap 118 KB 972013 12:57:28 AM
pvscsi-WindowsXFfp 114 KB 972013 12:57:28 AM
vmscsiflp 42 KB 9/7/2013 12:57:28 AM

£ >

OK
File type: Floppy Image (*.fip) j Cancel
A

7. Once the floppy image is connected, click on the Load Driver link in the Windows
Setup dialog and then click on Browse.
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8. Expand Floppy Disk Drive (A:) in the list, select an appropriate folder,
and click on OK.

Select the driver to install

Browse for Folder

Browse to the driver, and then dick OK.

1M Computer
4 L_J‘“J" Floppy Disk Drive (A:)
[ E‘LS CD Drive (D:) HRM_S55_X64FREV_EN-US_DV5
[ = Boot (X:)

[~ Hide drivers that

9. Select the driver in the list and click on Next.
10. Once it's done, you will see the drives listed. Proceed with the OS installation.

PVSCSI for new virtual drives
To add a new virtual drive using PVSCSI to an existing VM that has been built with a different
SCSI adapter, execute the following steps:

1. Shut down the virtual machine.

2. Goto VM settings.
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3. Click on the Add button and select Hard Disk from the list. Click on Next.

Device Type
What sort of device do you wish to add to your virtual machine?

Device Type Choose the type of device you wish to add.
Select a Disk

Create a Disk = .
W Seri —Information
Advanced Options Serial Port

Ready to Complete “E' Parallel Port This device can be added to this Virtual Machine.
= loppy Drive
Il CD/DVD Drive
ke USB Controller
ﬁ LISE Device (unavailable)
[ PCI Device (unavailable)

Ethernet Adapter

§2,5C51 Device

< Back | Next > I Cancel

4. Inthe next step, select Create a new virtual disk and click on Next.
5. Choose a virtual drive size, provisioning, and location, and click on Next.
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6. Inthe next step, select the new SCSI node. In most cases, VMs have one SCSI
adapter, and SCSI (1:0) will be the choice.

Advanced Options
These advanced options do not usually need to be changed.

Device Type Spedify the advanced options for this virtual disk. These options do not normally need
Select & Disk to be changed.
Create 5 Disk

Advanced Options Virtual Device Node
Ready to Complete :

|IDE (@:1) -]

—Made
[ Independent
Independent disks are not affected by snapshots.
" Persistent
Changes are immediately and permanently written to the disk.

" Nonpersistent

Changes to this disk are discarded when you power off or revert to the
snapshot.

< Back | Mext = I Cancel

7. Click on Next and then on Finish.
8. Inthe list of hardware, you will see a new hard disk and one more SCSI controller.
9. Select the new SCSI controller from the list and click on Change Type....
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10. Choose VMware Paravirtual from the list, click on OK, and then on OK again.

Hardware |D|:|tions I Resaurces I Profiles | vServices I Virtual Machine Version: 7
[ show Al Devices Add... | | r—SCSI Controller Type
Current type: BusLogic Parallel Change Type...
Hardware | Summary |
Ml Memory 346 MB —SCSI Bus Sharing
5 et a policy to allow virtual di e use
CPU 1 Set licy to all irtual disks to b d
Video card Video card simultaneously by multiple virtual machines.
= VYMCIdevice Restricted
(& scsicontroller o BusLogic Parallel 0 :J’ogfld'sks - _—
= Harddisk1 Virtual Disk n':rad"lair'lels. £annathe shared between virua
£y co/ovD drive 1 Client Device
BB Mebwork adapter 1 ProductionNetwark  virtual
e New SCSI Controller (add. FuSLooic Paralid | Virtual disks can be shared between virtual machines
09! on the same server.
= New Hard Disk (ad
Changing the SCSI Controller Type:
-

Will replace the existing controller with a new selected controller.

*  Will copy the common settings to the new controller.

Will reassign all C5I devices from the old controller to the new one.

Warning: Changing the controller type for the virtual machine's boot disk wil
prevent the virtual machine from booting properly.

SCSI Contraller Type

" BusLogic Parallel
£ 151 Logic Parallel

" LSI Logic SAS

& VMware Paravirtual

Help |

11. Once the changes have been applied, start the VM. Windows will install the required
drivers automatically and you will be able to configure the new drive.
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PVSCSI for existing OS virtual drives
To switch the existing virtual drives to PVSCSI, perform the following steps:

1. Shut down the VM.
2. Goto VM settings.
3. Select the SCSI controller, click on Change Type, and select VMware Paravirtual.
4. Click on OK twice.
Hardware lOph’ons ] Resources ] Profiles ] vServices ] Virtual Machine Version: 7
I Show Al Devices Add... | SCs Controller Type
Current type: BusLogic Parallel
Hardware Summary
Wl Memory 348 MB SCSI Bus Sharing
CPUs 1 Set a policy to allow virtual disks to be use:
[m] I Il | disks to b d
Q Video card video card simultaneously by multiple virtual machines.
= WMCIdevice Restricted
{) scsicontrollero BusLogic Paralld g E:_DEJEM_ - et et .
& Hard disk1 Wirtual Disk mlradﬂainelss. €BNNOTDE ShAred bEtween virtua
Change SCSI Controller Type
i be shared between virtual machines
Changing the SC5I Controller Type: e

A

= Will replace the existing controller with a new selected controller.
* Wil copy the common settings to the new controller, be shared between virtual machines
* Wil reassign all SCSI devices from the old controller to the new one.

Warning: Changing the controller type for the virtual machine's boot disk will
prevent the virtual machine from booting properly.

SCSI Controller Type
" BusLogic Parallel
" LSI Logic Parallel
" LSI Logic SAS

D

VMware Paravirtual

OK Cancel

Help Ok Cancel
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Switching the existing SCSI adapter to Paravirtual may prevent the installed operating system
from booting when it's installed on a virtual drive that's using this SCSI adapter. In order to
switch the existing bootable virtual drives to use PVSCSI, follow the ensuing steps:

1. Go through the steps outlined in the previous section, PVSCSI, for new virtual drives
to install the required drivers.

Shut down the VM.

Go to VM settings.

Select the first SCSI controller and change its type to Paravirtual.

o 0N

Remove the added second virtual drive. The second SCSI adapter will be removed
automatically.

6. Start the VM and confirm the guest OS boots.

Improving network performance with the

VMXNET 3 network adapter

The VMXNET 3 new generation high performance network adapter, in addition to features
supported by its predecessors, also includes support for Receive Side Scaling, MSI/MSI-X
interrupt delivery, and IPv6 offloads.

VMXNET 3 is supported in virtual hardware Version 7 or later.
The following operating systems support VMXNET 3:

» Windows XP or later (32 bit and 64 bit)
» Windows Server 2003 or later (32 bit and 64 bit)
» Red Hat Linux 5 or later
» SUSE Linux 10 and later
» Debian 4 and later
» Ubuntu 7.04 and later
Drivers for VMXNET 3 are not included by default in the preceding operating systems and

VMware tools, which contain the driver, have to be installed first before this network adapter
is recognized by the OS.
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How to do it...

The network adapter type has to be chosen during VM creation. It can't be changed later,
and in order to use a different adapter type, the existing NIC has to be removed and a new
one has to be created.

The VMXNET 3 adapter type can be chosen in the Create New Virtual Machine wizard:

1. In the Virtual Machine Version screen of the wizard, choose Virtual Machine
Version: 7 or later.

Virtual Machine Version

Configuration

Mame and Location
Host / Cluster

Resource Pool

Storaage

Virtual Machine Version
Guest Operating System
CPUs

Memary

Metwork

SCSI Controller

Select a Disk

Ready to Complete

—Virtual Machine Version

This host or duster supports mare than one VMware virtual machine version. Spedfy the virtual
machine version to use,

" Virtual Machine Version: 4

This wversion will run on VMware ESX 3.0 and later, and VMware Server 1.0 and later. This version
is recommended when sharing storage or virtual machines with ESX up to 3.5.

" Wirtual Machine Version: 7

This version will run on YMware ESX/ESXi 4.0 and later. This version is recommended when
sharing storage or virtual machines with ESX/ESXi up to 4.1

@ Virtual Machine Version: 8

This version will run on YMware ESXi 5.0 and later. Choase this version if you need the latest
virtual machine features and do not need to migrate to ESX/ESXi 4.
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2. Inthe Network step, select VMXNET 3 in the Adapter drop-down box for each NIC
that requires it.

Network Virtual Machine Version: 8
Which network connections will be used by the virtual machine?

Configuration —Create Network Connections
MName and Location

Host / Cluster How many NICs do you want to connect? Il ,l

Resource Pool
Storage
Guest Operating System

Network
: i VMXMET 3 ]
Create a Disk MIC 1:  |Production Network LI um..*.r \ET 3 vl v

Ready to Complete

Connect at
Network Adapter Power On

If supported by this virtual machine version, more than 4 NICs can be added after the
virtual machine is created, via its Edit Settings dialog.

Adapter choice can affect both networking performance and migration compatibility. Consult
the VMware KnowledgeBas e for more information on choosing among the network adapters
supportedforvarious guest operating systems and hosts.

< Back | Next = I Cancel

3. Finish the wizard to create a new VM.

4. After the OS is deployed, install VMware tools to make sure the network adapter is
recognized by the OS.
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Using new virtual hardware

The virtual machine hardware version is a set of hardware features. In most cases, it's the
host's physical hardware used for virtual features, including PCI slots, EFIl, CPUs, and so on.

The hardware version defines the following;:

» Memory limits for VMs
» CPU limits for VMs
» The storage and network adapters available

» Guest OSes available for a VM

» Other virtual hardware capabilities

Comparison of a subset of features available in different hardware versions is outlined

in the following table:

Hardware version 8

Hardware version 9

Hardware version 10

client PC to VM

Memory limit, GB 1011 1011 1011
Maximum number 32 64 64

of CPUs

Maximum number 4 4 4

of storage adapters | |0, ding PVSCSI Including PVSCSI Including PVSCSI
Maximum number 10 10 10

of network Including VMXNET3 Including VMXNET3 | Including VMXNET3
adapters

USB 3.0 No Pass-through from Pass-through from

client PC to VM

How to do it...

The hardware version is chosen during VM creation. By default, VM's hardware version
corresponds to the ESXi version of the host where this VM is being created:

» ESXi 5.0—hardware version 8

» ESXi 5.1—hardware version 9
» ESXi 5.5—hardware version 10

The administrator can leave the default version or choose an earlier version.
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Choosing a virtual hardware version
The hardware version can be chosen during VM creation. In vCenter Client:

1. Right-click on a host, folder, or cluster, and select New Virtual Machine.

2. Inthe Virtual Machine Version step of the Create New Virtual Machine wizard,
choose the required hardware version.

Virtual Machine Version

Configuration
Mame and Location
Host [ Cluster

Resource Pool

— Virtual Machine Version

Chapter 4

This host or duster supports more than one YMware virtual machine version. Spedfy the virtual
machine version to use,

Storage

Virtual Machine Version " Wirtual Machine Version: 4

Guest Operating System This version will run on YMware ESX 3.0 and later, and VYMware Server 1.0 and later. This version
CPUs is recommended when sharing storage or virtual machines with ESX up to 3.5.

Memary

Network " Wirtual Machine Version: 7

SCSI Controller This version will run on YMware ESX/ESXi 4.0 and later. This version is recommended when

Select a Disk sharing storage or virtual machines with ESX/ESXi up to 4. 1.

Ready to Complete
% Virtual Machine Version: 8

This wversion will run on YMware ESXi 5.0 and later. Choaose this version if you need the latest
virtual machine features and do not need to migrate to ESX/ESX 4.

In Web Client, perform the following steps:

1. Right click on a host, folder, or cluster, go to All vCenter Actions, and select New
Virtual Machine.

2. In step 2d Select compatibility, choose the ESX version that corresponds to the
required hardware version.

1 New Virtual Machine

1 Select creation type The host or cluster supports more than one VWMware virtual machine version. Select a compatibility for the virtual machine

v 1a Select a creation type

2 Edit settings Compatible with: | ESX 5.1 and later -] @

2a Selecta name and folder This virtual machine (VI version 9) provides the best performance and latest features in ESXi 5.1
2b Select a compute resource

2c Select storage

2d Select compatibility

2e Selecta guest0S

L < < <

2f Customize hardware

3 Ready to complete
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Upgrading the virtual hardware

1. Check whether the latest version of VMware tools is installed by opening the
VM Summary tab. VMware tools should have a green check mark and the word
Current in brackets.

L BT Resource Allocation | Performance | Tasks &Events | Alarms | Console | Permissions | Maps | Storage Views | Update Mana

vSphere HA Protection: & Protected =

General Resources
Guest OS: Cent05 4/5/6 (64-bit) Consumed Host CPU: 19 MHz
VM Version: 7 Consumed Host Memary: 3992.00 MB
CPU: 1vePU Active Guest Memary: 819.00 MB
Memary: 4056 MB Refresh Storage Usage
Memory Overhead: 43.43MB Provisioned Storage: 174.09 GB
VMware Tools: & Running (Current) Not-shared Storage: 174.09 GB
IP Addresses: 192.168.15.51 View all Used Storage: 174.09 GB
Storage - Status Drive Type

DS Mame: p-solrl [@ P-GRP1-NoSnapsl @ Normal Non-350

EVEC Mode: Intel® "Merom" Generation < 5
State: Powered On

Host: p-esxi4 Network e =
Active Tasks: ® ProductionNetwo.. Standard port group [
Record /Replay Status: 2 o

2. Turn the virtual machine off.
3. Right click on the VM.
4. Select Upgrade Virtual Hardware.

= [Ef? TurnedOff |

T [Template Win2i 1 |
(1 Templ Power R
& Templ Guest ,
g T |
e Snapshot 5
Templ
5 Templ @ Open Censole
Iem”: Edit Settings...

empl _
Win20 Migrate...

Upgrade Virtual Hardware

128




Chapter 4

You will be asked to confirm the action.

This operation will cause the virtual hardware that your guest operating
system runs on to change. It is an irreversible operation that will make
your virtual machine incompatible with earlier versions of VMware
software products. It is strongly recommended that you make a backup
copy of your disks before proceeding.

1 virtual machine(s) will be upgraded to version 10 or higher. If you
upgrade the virtual hardware to this level, use the vSphere Web Client
for managing these Vs,

Are you sure you want to upgrade your configuration?

Once you click on Yes, VM's virtual hardware will be upgraded to the most recently

available version.

In Web Client, this option is available by going to All vCenter Actions | Compatibility |

Upgrade VM Compatibility:

{i%) Take Snapshaot..
Revert to Current Snapshot
iz Manage Snapshots...

&8 Clone...

{5k EditSettings...

Move To...
Rename...

<& Assigntag..

Alarms

All vCenter Actions

Fault Tolerance

Edit Resource Settings ..

Export OVF Template...
Storage Profiles
Compatibility

Custom Attributes
Edit Motes...

Remove from Inventory
Delete from Disk

I o

Upgrade VM Compatibility...
Schedule VM Compatibility Upgrad...
Cancel Scheduled VM Upgrade

Desoription
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It is recommended to take a snapshot of the VM before upgrading its virtual
hardware. In case it doesn't boot after the upgrade, revert to the snapshot.
If a snapshot hasn't been taken prior to the upgrade, there are two options
. available to downgrade the hardware:
% » The first option is to create a new VM with the older hardware
s version and attach a virtual drive from the original VM.
» The second option is to use VMware vCenter Converter Standalone
to downgrade the hardware version.
More information is available in the KB 1028019 article at
http://kb.vmware.com/kb/10280109.

Controlling storage space used by

virtual disks

A virtual machine can have one or more virtual disks assigned to similar physical servers
that can have one or more hard drives and volumes.

When a virtual machine is being created, vCenter suggests the size of the virtual disk based
on the guest OS selection in the previous steps of the wizard. The administrator can always
expand the drive size if necessary.

Each virtual disk has a provisioning setting, which defines how the available storage space
is allocated for this virtual disk. VMware supports thick and thin provisioned disks. When

a thick provisioned disk, which is the default format for new virtual drives, is used, all the
required space is allocated in the storage right away. For example, when a 40 GB virtual disk
is created, you will have 40 GBs less on your storage right away, even if this disk is not 100
percent used.

The other option is a thin provisioned disk, which uses only as much storage space as it
actually needs. If only 5 GB is used on a 40 GB disk, then only 5 GB of storage space is used.

Thin provisioning allows overprovisioning of storage space. In other words, with thin
provisioning, it's possible to assign more space to virtual machines than is available
in the storage.

Most Storage Area Networks (SAN) today support thin provisioning. If
that is the case, it's better to utilize this capability and avoid using thin
] provisioned disks for virtual machines.

Thin provisioning may cause issues when one or more virtual drives start using more space.
That is why it's essential to have proper monitoring and alerts in place to control the available
storage space. Please refer to the Controlling datastore space utilization recipe in Chapter 6,
Basic Administrative Tasks.
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How to do it...

Usually, disk provisioning is chosen during VM creation. Storage vMotion allows converting
from thin to thick and the other way around.

Choosing disk provisioning for new VMs

In vCenter Client, virtual disk settings, including provisioning, are available in the Create a
Disk step of the Create New Virtual Machine wizard.

Create a Disk Virtual Machine Version: 8
Spedfy the virtual disk size and provisioning paolicy

Configuration Datastore:
Mame and Location

Host { Cluster

Available space (GE): I 2632.0
Resource Pool space (GB)

[FQL-GRP1-P-DW1

Storage o= =

Virtual disk size: I 3 I I
Guest Operating System hO GE ¥
Network _ @ Thick Provision Lazy Zeroed
Create a Disk

Ready to Complete " Thick Provision Eager Zeroed
 Thin Provision

In Web Client, the disk provisioning option is available in step 2f Customize hardware.
Under the Virtual Hardware tab, expand the New Hard disk section to change the Disk
Provisioning option.

431 New Virtual Machine 2 »
) -
1 Select creation type [ Virtual Hardware | VM Options | SDRS Rules |
v 1a Selecta creation type ol S
v (2 New Hard disk 40 %‘ | GB [v ‘
2 Edit settings — ——
Maximum Size 258.97 GB
v 2a Selecta name and folder
VM storage policy None K ]
v 2b Selecta compute resource
Location | NetApp-Vmware1 [v |
v 2c Selectstorage
i isioni () Thick provision lazy zeroed
' 2d Select compatibility DiskFrovisioning - =
() Thick provision eager zeroed
v 2e Selecta guest0S () Thin provision
2f Customize hardware Shares | Normal |v| 1000
3 Ready to complete Limit - 10Ps Unlimited I|
Virtual Device Node @ [ SCSI(0:0) New Hard disk [~
U E -
-
4 »
Back Next f h Cancel
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Converting disk formats

To convert between thin and thick disk provisioning formats, administrators can use Storage
vMotion. For storage migration to be possible, the destination datastore must have enough
free space to accommodate an additional VM.

In vCenter Client, perform the following steps:

1. Right click on the VM.
2. Select Migrate.
3. Inthe Migrate Virtual Machine wizard, choose the Change datastore option.

Select Migration Type
Change the virtual machine's host, datastore or both.

Select Migration Type

Storage " Change host
Ready to Complete Move the virtual machine to another host.

' Change datastore
Move the virtual machine's storage to another datastore.

" Change both host and datastore
Move the virtual machine to another host and move its storage to another datastore.
/&, The virtual machine must be powered off to change the VM's host and datastore.

4. Click on Next, select Datastore, where this VM will be migrated to, and click
on Advanced.

5. Select the virtual disk that has to be converted and choose the required format
in the drop-down menu under the Disk format column.

Storage
Select the destination storage for this virtual machine migration.

Select Migration Type

Storage Select a destination storage for each of the virtual machine files in the list below:
Ready to Complete Virtual Machine | File | Datastore | Disk format | VM Storage Prc
s-dfdl Configuration Fle [ Current Location ]Browse... NfA
s-dfdl Hard disk 1 {60.00 GB) [ Current Location ]Browse... [Same formill
Same format a:
Thick Provision
Thick Provision

6. Click on Next and then on Finish to start the migration and conversion.
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In Web Client, perform the following steps:

1. Right click on the virtual machine and select Migrate.
2. Choose the Change datastore option and click on Next.

(1 s-did1 - Migrate 2
9 1 Select Migration Type
2 Select Datastore J Change host
3 Review Selections Mave the virtual machine to anather host
(#) Change datastore
Mave the virtual machine’s storage to another datastore
(_) Change both host and datastore
Move the virtual machine to another host and move its storage to another datastore
3. Select the datastore where this VM will be migrated and change the disk format
option on top to convert all the virtual drives.
(h s-dfd1 - Migrate ?) W
« 1 Select Migration Type Selectviual disk format: | Same format as source |~ |
d > Sclect Datastore M Storage Profile Same format as source

Thick Provision Lazy Zeroed

3 Review Selections The following datastores §

virtual machine configurat Thick Pravision Eager Zeroed
Thin Provision
apET T Fres
] EQL-GRP1-P-DW1 450TH 513TB 253TB

at you selected. Select the destination datastore for the

Name

Type Storage DR{*
VMFS 5

4. Forindividual disk conversion, click on Advanced, select the virtual disk in the list,
and change Disk format from the drop-down menu.

 s-dfd1 - Migrate

2
« 1 Select Migration Type File Storage Disk formt VM Storage Profile
Bl 2 Select Dalastore Configuration File [3-GRP1-NoSnap1]
3 Review Selections Hard disk 1 (60.00 GB) [S-GRP1-NaSnap1] Same format as source -

Same format as source

Thick Provision Lazy Zeroed
Thick Provision Eager Zeroed

Thin Provision

5. Click on Next and then on Finish to start the migration and conversion.
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Managing the space used by snapshots

Snapshots is one of the most useful, and at the same time dangerous, vCenter features.
Snapshots allow saving the current VM state for rollback purposes.

At the same time, as changes happen to the virtual machine, a snapshot takes more space,
which may potentially lead to a deficit of free space.

More details about snapshots and how to control space usage can be found in the Controlling
space used by snapshots recipe in Chapter 6, Basic Administrative Tasks.

vCenter allows configuring an alarm for VMs with a snapshot larger than the specified size.
Such an alarm can be used to locate virtual machines with snapshots. It can be useful for
audit or cleaning purposes.

How to do it...

To create this alarm in vCenter Client, execute the following steps:

1. Go to the Datacenter level, switch to the Alarms tab, and then to the
Definitions view.

= [ pvedl Datacenter

[ [k [Datacenter|
Ll ” N Summary ' Virtual Machines ' Hosts ' IPPools ' Performance ' Tasks & Events [EAELuER Permissions ' Maps ' Storage Views
[) Discovered virtual mact

@ Preview View: Triggered Alarms |Definitions
@ Production
@ Staging

@ Templates

-
&
3

e + | Defined In Description

. Default alarm tomonitor host conne...

. Defaultalarm to alert when vCenter...

. Default alarm that triggers when the...
. Alarmthat monitors when a datasto...

. Datastorein a datastore clusteris vis..
. Defaultalarm to monitor datastore d..

Cannot connectto storage Q
Cannot find vSphereHA master agent 3
Datastore capability alam G
Datastore clusteris out of space G
Datastoreis in multiple datacenters &
Datastore usage on disk [

2eeweRee

2. Goto File | New | Alarm or press Ctrl + M.
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3. Inthe General tab of the Alarm Settings dialog, give this alarm a name and make
sure Virtual Machines is selected for Monitor under the Alarm Type section.

@

General ]Triggers ] Reporting ] Actions }

Alarm Settings

Alarm name: |1GB VM snapshot size
Description:

Alarm Type

Monitaor: ‘\-‘irtual Machine j

¥ Enable this alarm

{* Monitor for specific conditions or state, for example, CPU usage, power state

" Monitor for specific events occuring on this object, for example, YM powered On

[ |

Cancel |

Help |

4. Inthe Triggers tab, click on Add, select the VM Snapshot Size (GB) trigger, and

configure the thresholds.

Alarm Settings

General Triggers lRepurting} Acﬁons]
Trigger Type Condition
VM Snapshot Size (GB) Is above

{+ Trigger if any of the conditions are satisfied
" Trigger if all of the conditions are satisfied

A% Warning /. Condition Length | 4 Alert

1

Add

4 Condition Length

Cancel ‘

Help

5. Click on OK.
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Once the alarm is saved, all VMs with a snapshot will get a warning condition. The full list of
VMs can be viewed under the Alarm tab in the Triggered Alarms view on the datacenter level.

Summary ' Virtual Machines | Hosts | IP Pools | Perfformance | Tasks & Events  EEluk

View: |Triggered Alarms Definitions

Ohject P | Skakus | Mame
1 Foglight™ forVirtualzation  §  Alert @ 1GBVMsnapshotsize
1 p-deployz O Alet @ 1GBVMsnapshotsize

The alarm can be disabled once it's not required anymore.
In Web Client, perform the following steps:

1. Go to cluster, switch to the Manage tab, and click on Alarm Definitions.

vmware® vSphere Web Client # &

< wCenter | X [ cluster Actions =
B Clusters

Getting Started  Summary  Monitor ‘ Manage | Related Objects

Tl Cluster >
[ Settings | Alarm Definitions ‘ Tags | Permissions | Scheduled Tasks

4+ X (e Filter -
Name Defined In |
t3 Host connection state 3 pvedt
_é Host processor status [ pvedi
5 Hostmemory status () pvedi
3 Hosthardware fan status [ pveld
_é Host hardware voltage _‘J p-vc

2. Click on the plus sign to create a new alarm.

3. Give the new alarm a name and set the Monitor value to Virtual Machines.

3 New Alarm Definition

v EE=ECH  <ermnzme:  [1GB VW snapshot size
2 LI Description: |
3 Actions
Monitor: [Vlrtual Machines ‘v]
Monitar for: \#) specific conditions or state, for example CPU usage

() specific event occurring on this object, for example VM Power On

[ Enable this alarm
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4. Click on Next. Click on the plus sign to add a trigger and select VM Snapshot Size in
the drop-down menu.

“t4 New Alarm Definition ?) M
+" 1 General Trigaerif | ANY - of the following conditions are satisfied
¥ 2 Triggers + X
3 Actions Trigger Operator A\ Warning Gondition 4 Citical Gondition
VM Snapshot Size v |is above 1GB 0GB

5. Click on Finish.

Once the alarm is saved, all VMs with a snapshot will get a warning
~ condition. The full list of VMs can be viewed by going to Monitor |

Q Issues on the datacenter level. The alarm can be disabled once it's
not required anymore.

Improving host productivity with Flash Read

Cache

One of the new features introduced in vSphere 5.5 is Flash Read Cache. It allows
utilizing the flash memory installed on a host to improve the performance of this host
or its virtual machines.

This is achieved by using Virtual Flash File System (VFFS), which is a logical container
used by vSphere to group local flash devices into a single resource. VFFS can be used to
provide resources to the host and virtual machines simultaneously.

vSphere supports a maximum of 8 flash devices per VFFS, a maximum of 4 TB per flash
device, and a maximum of 32 TB in total per VFFS.

The Flash Read Cache feature is available only with the Enterprise
s Plus license.
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Getting ready

As Flash Read Cache is supported by vSphere 5.5 or later, the participating hosts must be
running ESXi 5.5, and vCenter should also be Version 5.5 or later.

All participating hosts must have at least one free SSD drive, which will be used as a
flash resource.

The virtual flash resource has to be configured first before Host Swap Cache can be set up.
To do this in Web Client, perform the following steps:
1. Select a host.

2. Go to Manage | Settings | Virtual Flash and Select Virtual Flash Resource
Management.

Getting Started  Summary  Monitor | Manage | Related Objects

|. Settings | Metworking | Storage | Alarm Definitions | Tags | Permissions

“ Virtual Flash Resource Management Add Capacity... Remove All [Z

» Virtual Machines

Use 330 devices connected to your hostto set up avirtual flash resource. After you create the resource, it can be used
» System to allocate space for vitual flash host swap cache or to configure virtual Flash Read Cache for virtual disks.

» Hardware

~ Virtual Flash

Virtual Flash Resource
Management

3. Click on Add Capacity.
4. Select the SSD drive that will be used for Flash Cache and click on OK.

If the SSD drive you want to use is not displayed in the list, refer to the following VMware
KB article on how to manually identify a drive as an SSD one: http://kb.vmware.com/
kb/2013188

How to do it...

To enable Host Swap Cache for a particular host in Web Client, execute the following steps:

1. Select a host.

2. Goto Manage | Settings | Virtual Flash | Virtual Flash Host Swap Cache.

3. Click on Edit.

4. Check Enable virtual flash host swap cache and specify the amount of memory
allocated to swap this host cache.

5. Click on OK.
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Multiple hosts can be configured for Read Cache with the following steps:

Select a cluster.
Go to the Hosts tab and select multiple hosts.

Right click on any selected host, go to All vCenter Actions, and click on Add Flash
Read Cache Capacity.

4. Confirm the number of hosts to be configured.
5. Select SSD disks for each host and click on OK.

To check Host Swap Cache settings for a particular host, execute the following steps:

1. Selecta host.
2. Go to the Summary tab.

3. Check Flash Read Cache Resource under the Hardware section.

Speeding up VMs with Flash Read Cache

Flash Read Cache is a new feature introduced in vSphere 5.5 which allows accelerating
virtual machines by using flash memory installed on the host. In most cases, this will be
achieved using SSD disks installed on the hosts. PCI-E devices can also be utilized.

This feature, which is completely transparent for a virtual machine, can increase the read
speed. It can also improve the write speed by reducing storage read operations. As a result,
it not only accelerates busy virtual machines but also reduces storage 1/0 load by generating
less storage network traffic.

With Flash Read Cache systems, applications considered before to be too I/0 intensive can
now be virtualized.

Flash Read Cache also supports vMotion, so virtual machines with virtual drives configured
to use this feature can be migrated between hosts that are configured with flash resource.
There are two settings available for cached content migration: always migrate (copy) and
never migrate (drop).

[ Snapshots, cloning, and migration preserve the cache. ]

Unfortunately, at this point, FT is not supported for VMs configured with Flash Cache.
Thin provisioning and overprovisioning is also not supported.
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The HA feature is supported, and when VM is restarted on another host, its cache will be
rebuilt. Remember that a VM will fail to restart on a host that doesn't have flash cache
memory available or if the Flash Cache on this host is full.

Plus license.

Getting ready

Since Flash Read Cache is supported by vSphere 5.5 or later, make sure the participating
hosts in a cluster run ESXi 5.5 and your vCenter is also 5.5.

[ The Flash Read Cache feature is available only with the Enterprise ]
/‘

All participating hosts must have at least one free SSD drive, which will be used as a
flash resource.

Virtual machines that will be configured for Flash Cache must use hardware Version 10.
Please refer to the Using new virtual hardware recipe in this chapter for more details on the
hardware version and ways to upgrade the existing VMs.

Virtual Flash Resource has to be configured first before Virtual Flash Read Cache can be set
up. To do this in Web Client, execute the following steps:

1. Select a host.

2. Go to Manage | Settings | Virtual Flash and select Virtual Flash Resource
Management.

Getting Started  Summary  Monitor | Manage | Related Objects

‘ Settings | Networking | Storage | Alarm Definitions | Tags | Permissions

L] Virtual Flash Resource Management Add Capacity... Remove All (2

» Virtual Machines

Use SSD devices connected to your hostto set up avirtual flash resource. After you create the resource, it can be used
} System to allocate space for virtual flash host swap cache or to configure virtual Flash Read Cache for virtual disks

» Hardware
~ Virtual Flash

Virtual Flash Resource
Management

3. Click on Add Capacity.
4. Select the SSD drive and click on OK.
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If the SSD drive you want to use is not displayed in the list, refer to the following VMware KB
article on how to manually identify this drive as an SSD one: http://kb.vmware.com/
kb/2013188

Flash Read Cache can be configured only for a virtual drive. There is no way to
A configure it on virtual machine level for all its virtual drives at the same time.

How to do it...

Flash Read Cache for a particular virtual machine can be set up in Web Client:

1. Right click on a virtual machine and click on Edit Settings.
2. Expand the virtual disk that requires Flash Read Cache to be assigned.
3. Enter the amount of memory you want to assign to this virtual disk and click on OK.

Flash Read Cache settings for a virtual machine can be verified under the Summary tab if you
expand the hard disk under the VM Hardware section.

To disable Flash Read Cache for a particular virtual drive, simply set the reservation
amount to 0.

Optimizing host power consumption

vSphere offers two features that allow reducing the power consumption by hosts during
off-peak hours. The first one is Distributed Power Management (DPM). It allows reducing

a cluster's power consumption by placing certain hosts in standby mode. When the current
load and resource reservations allow so, DPM migrates virtual machines off of the host and
puts the host in standby mode. When more resources are needed, the host will be taken out
of standby mode and used to host VMs.

While DPM places the entire host in the reduced power consumption state, the other feature
called Host Power Management (HPM) allows reducing the host power consumption by
placing only certain hardware into the low power consumption state. Devices or components
in this state are inactive or run at a lower speed.
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Getting ready

For DPM to work properly, ESXi hosts should support at least one of the following protocols so
that vSphere is able to bring them back up from standby mode:

» Wake-on-LAN (WOL)

» Intelligent Platform Management Interface (IPMI)

» Hewlett-Packard Integrated Lights Out (iLO)
vSphere's preferred order for these protocols is IPMI, iLO, and then WOL. IPMI and iLO require
Baseboard Management Controller (BMC), which can be enabled by going to Configuration

| Power Management for each host. If BMC is supported, there will be an option to provide
credentials, and IP and MAC addresses used by the network card associated with BMC.

In case BMC is not supported, you can test whether the host supports WOL. To do this:

1. Select the host from the inventory.

2. Go to the Summary tab and click on Enter Standby Mode.

3. The host should power down.

4. Click on Power On and confirm that the host exited from standby mode and is fully
operational.

For HPM, it is also recommended to enable all C-states available in BIOS and let vSphere
decide on their usage. Refer to the How it works section of this recipe, for more details
about C-states.

How to do it...

Both DPM and HPM settings can be configured using vCenter Client or Web Client.

Configuring DPM
To enable power management for the cluster using vCenter Client, execute the following steps:

1. Right click on the cluster and select Edit Settings.
2. Go to Power Management under vSphere DRS.
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3. Configure the Power management option and DPM Threshold.

@

Cluster Features
wSphere HA
Virtual Machine Options
WM Monitoring
Datastore Heartbeating
vSphere DRS
DRS Groups Manager
Rules
Virtual Machine Options
Host Options
VMware EVC
Swapfile Location

LAB-Cluster Settings

Power Management

DPM uses Wake-on-LAN, IPMI, or iLO to power on hosts, When using IPMI or iLO, configure
IPMI or iLO separately for each participating host prior to enabling DPM. For all power on
methods, test exit standby for each participating host prior to enabling DPM,

Specify the default power management for this duster.

* off

vCenter will not provide power management recommendations.
Individual host overrides may be set, but will not become active until
the duster defaultis either Manual or Automatic.

" Manual

vCenter will recommend evacuating a host's virtual machines and powering off the host
when the duster's resource usage is low, and powering the host back on when
NECESSary.

" Automatic

vCenter will automatically execute power management related recommendations.

DPM Threshold:

Conservative

Apply priority 3 or higher recommendations
vCenter will apply power on recommendations produced to meet vSphere HA
requirements or user-specified capacity requirements.
Pawer on recommendations will also be applied if host resource utilization becomes higher
than the target utilization range.
Power off recommendations will be applied if host resource utilization becomes very low
in comparison to the target utilization range.

] Aggressive
o

Chapter 4

Help

Cancel

[ oc ]

The more aggressive a DPM threshold is, the more priority levels vCenter will use to

make a decision.

4. Go to Host Options to configure per-host DPM settings if necessary.

@

Cluster Features
vw5phere HA
Virtual Machine Options
VM Monitoring
Datastore Heartbeating
vwSphere DRS
DRS Groups Manager
Rules
Virtual Machine Options
Power Management
Host Options
VMware EVC
Swapfile Location

LAB-Cluster Settings

Set power management options for individual hosts in this duster.

Host Power Management Last Time Exited Standby
esxi-04 Default (Disabled) v | Mever
esxi-01 2 Mever
esxi-03 MNever
esxi-02 MNever
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In Web Client, DPM options can be accessed by going to Manage | Settings | vSphere DRS
screen available when a cluster is selected from the inventory.

[J LABCluster  Actions ~

Getting Started  Summary _ Monitor | Wanage | Related Objects

I Settings | Alarm Definitions ‘ Tags ‘ Permissions | Scheduled Tasks

“ vSphere DRS is Turned ON Schedule DRS.

Sl » DRS Automation Partially Automated
viphere DRS
~ Power Management
vSphere HA
Automation Level oft
~ Virtual SAN
General vCenter Server will not provide power management recommendations. Individual host overrides may be set, but will not
become active until the cluster defaultis either Manual or Automatic.
Disk Management
+ Configuration DPM Threshold /A
General » Advanced Options None

Virtual SAN Licensing
VMware EVC

DRS Groups

DRS Rules

VM Overrides

Host Options

Profiles

Click on Edit, expand Power Management, and change the settings as required.

EP LAB-Cluster - Edit Cluster Setfings (Z)
Sphere DRS [ Turn ON vSphere DRS .
Sphere HA —_——

vophers » DRS Automation | Partially Automated | ~ |

~ Power Management

Automation Level
DPM uses Wake-on-LAN, IPMI, or iLO to power on hosts. When using IPM oriLO, configure IPKI or iLO
separately for each participating host prior to enabling DPI. For all power-on methods, test exit standby for
each participating host prior to enabling DPM
Ooff
vCenter Server will not provide power management recommendations. Individual host overrides may be
set, but will not become active until the cluster default is either Manual or Automatic.
(=) Manual
vCenter Server will recommend evacuating a host's virtual machines and powering off the hostwhen the
cluster's resource usage is low, and powering the host back on when necessary.
() Automatic
vCenter Server will automatically execute power management related recommendations

Overrides for individual hosts can be setfrom the Host Options page.

DFI Threshold

Conservative & Aggressive

Apply priority 3 or higher recommendations.

vCenter Server will apply power-on recommendations produced to meet vSphere HA requirements or user-
specified capacity requirements

Power-on recommendations will also be applied if host resource utilization becomes higher than the target
utilization range.

Power-off recommendations will be applied if host resource utilization becomes very low in comparison to
the target utilization range.
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Configuring HPM
To configure HPM settings for a host in vCenter Client:

1. Select the host in the inventory.
2. Go to the Configuration tab and click on Power Management.

3. Click on Properties on the right side of the screen, select power policy,
and click on OK.

esxi-04 VMware ESXi, 5.5.0, 2068190

Summary | Virtual Machines ' Performance JeGIGiMElln Tasks & Events | Alarms ' Permissions ' Maps | Storage Views ' Hardware Status

Hardware Power Management Settings
Processors Technology: ACPI C-states
Memory Active Policy: Balanced
Storage
Netwarking @ Edit Power Policy Settings B
Storage Adapters
Metwark Adapters —Power Management Policy

Advanced Settings

v+ Power Management " High performance

Do not use any power management features

Software

 Balanced

Licensed Features
Reduce energy consumption with minimal performance compromise

Time Configuration
DS and Routing " Low power

Authentication Services Reduce energy consumption at the risk of lower performance
Power Management
Virtual Machine Startup/Shutdown " Custom
Virtual Machine Swapfile Location User -defined power management palicy
Security Profile
Host Cache Configuration QK I Cancel Help
System Resource Allocation
Agent VM Settings
Advanced Settings

To change host HPM settings in Web Client, perform the following steps:

1. Select host in the inventory.
2. Go to Manage | Settings | Power Management.
3. Click on the Edit button on the right.
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4. Select power policy and click on OK.
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(_) High perfarmance
Do notuse any power management features

(=) Balanced
Reduce energy consumption with minimal performance compromise

() Low power

Reduce energy consumption at the risk of lower performance

() Custom
User-defined power management policy
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To manage power options, vSphere uses Advanced Configuration and Power Interface
(ACPI). It is an open standard that allows device configuration to be performed by the
operating system. ACPI is a set of platform-independent interfaces for power management,
hardware configuration, and monitoring.

Processor performance states are defined in ACPI as follows:

>

CO: It is defined as the maximum performance and power consumption. A processor
in this state can be in one of several power-performance states called P-states.
P-states vary from PO, which is the maximum power and frequency, to P(n), which is
the lowest performance state supported.

P-states are implementation-specific. Intel calls it SpeedStep, while AMD calls it
PowerNow or Cool'n'Quiet.

C1: It is defined as the halt state when a processor does not execute instructions.
When a processor supports enhanced halt state (C1E), it may be chosen instead of
C1. This state allows little performance impact and in certain cases, has no impact
or even increases performance for some single-threaded workloads.

C2: It is defined as the deeper state with lower power consumption. It takes more
time for a processor in this state to come back to full performance

C3: It is defined as the sleep state when a processor doesn't need to keep its
cache coherent.

All the preceding states explained allow a better understanding of the available HPM
power options:

>

The high performance policy uses only CO and C1/C1E, as well as the highest
P-states. This was the default option for ESXi 4.0 and 4.1

The balanced policy uses P-states to reduce power consumption. It is the default
option for ESXi 5.

ESXi 5.5 provides additional power saving when this policy is chosen by utilizing
C-states higher than C1.

The low power policy aggressively uses deep C-states. There is a risk of degraded
VM performance when this policy is chosen.
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There's more...

The custom policy for HPM uses advanced configuration parameters available in vSphere
Client by going to Configuration | Advanced Settings and opening the Power dialog box:

s & Events | Alarms ' Permiss orage Views ' Hardware Status
Hardware
@ Advanced Settings H
Processors
Memory Annotations ~ ~
P .Ch Vi 't
Storage . BufferCache 'ower, ChargeMemor yP 20
Networking - CBRC Percentage of idle power consumed by memary
- Config
Sto Adapter
rage Adapters - Vpx Min: 0 Max: 100
Network Adapters . COW
Advanced Settings - Cpu Power.CStateMaxLatency 500
Power Management - DataMover
Deul In Custom policy, avoid a C-state whoselatency is larger than this value (us)
Software - Digest
Min: 0 Max: 1000000
- DirentryCache n ax

Licensed Features - Disk

Time Canfiguration P Power . CStatePredictionCoef |—1m47g

DNS and Routing - FT In Custom policy, predict non-timer wakeup with error probability p, where CStatePredictionCoef = -,
Authentication Services - HBR
- 1Irq Min: 0 Max: 2000000

Power Management

Virtual Machine Startup/Shutdewn :‘_Ip:'ge S —— —
Virtual Machine Swapfile Location - Migrate

Security Profile . Misc In Custom policy, avoid a C-state whose latency * CStateResidencyCoef » predicted residence time
Host Cache Configuration ::Jts Min: 0 Masx: 1000000

System Resource Allocation

i - Nmp
Agent VM Setti P .MaxCpuLoad
gen ettings - Numa ower MaxCpuloa &0

+  Advanced Settings i
@ PageRetire In Custom policy, CPU utilization threshold below which CPU frequency can be dynamically adjusted
- RdmFilter Min: 0 Max: 100
- ScratchConfig
- Sesi Power. MaxFreqPct 100
SunRPC
- SwMotion In Custom policy, do not use P-states fasterthan the given percentage of full CPU speed, rounded up
i Stslag Min: 0 Max: 100
- User v v

DK I Cancel Help
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In Web Client, these settings are located by going to Manage | Settings | Advanced System
Settings. Search for Custom policy to filter relevant settings:

Getting Started  Summary  Monitor | Manage I Related Objects
[Selﬁngs I Networking | Storage ‘ Alarm Definitions | Tags \ Permissions
“ Advanced System Seftings
VM Startup/Shutdown &
Agent VM Settings Ve 0 e
Swap file location Power.CStateMaxLatency 500
v System Power CStatePredictionCoef 110479
Licensing Power.CStateResidencyCoef 5
Host profile Power.MaxCpulLoad 60
Time Configuration Power.MinFreqPct 0
Authentication Services Power.PerfBias 6
Power Management Power.TimerHz 100
" Power.UseCStates 0
System Resource Allocati¢ "| | PowerUseRSiates 1
Secirity Profie Power.UseStallCtr 0
System Swap
w Hardware
Processors
Memory
Power Management
; S

| @ Custom policy -

Desaiption

In Custom policy, avoid a C-state whose latency is lar...
In Custom policy, predict non-timer wakeup with error...
In Custom policy, avoid a C-state whose latency * CS..
In Custom policy, CPU utilization threshold below whi...
In Custom policy, do not use P-states slower than th...
In Custom policy, Performance Energy Bias Hint (Inte...
In Custom policy, dynamic power managementtimer...
In Custom policy, use ACPI C-states when processor...
In Custom policy, use ACPI P-states to save powerw...

In Custom policy, use stall cycles performance counter

10 of 944 items




Improving Environment Efficiency

The Esxtop command-line utility can be used to check host power consumption and other
power information. To accomplish this, perform the following steps:

1. Access a host's command line via SSH or a console. Please refer to the
Accessing hosts via SSH and Securing host management access recipes in
Chapter 1, vCenter Basic Tasks and Features for more information.

2. Type esxtop and press Enter.

Press P. An example of what the result will look like is shown in the
following screenshot:

» Power Usage is the actual power consumption reported by a sensor on a server's
power supply. It can be shown as O if the sensor is not present or if ESXi is not able to
read the value.

» PSTATE MHZ shows frequencies of each P-state. According to the preceding
screenshot, P-state is not available for the particular server.

» %USED is the percentage of nominal speed at which each logical CPU currently
operates.

»  %UTIL is the percentage of time when each logical CPU is not idle.

When $USED is lower than $UTIL, the CPU is in a P-state higher than PO. When $USED is
higher than 100 percent, it means the CPU is in turbo mode.
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Considering NUMA when configuring RAM

Non-Uniform Memory Access (NUMA) is a modern approach to server memory design.
Contemporary multiprocessor servers consist of several isolated one-socket computers
joined together on one motherboard. Each processor has its own memory slots and only this
processor has access to memory installed in these slots. The same way each processor has
its own PCI-E bus where other devices connect.

Processors request each other's devices and memory through a high-speed bus. It connects
all the available processors, and access to the CPU's own memory is faster than access to
memory that belongs to other processors.

NUMA node #1 NUMA node #2
Memory Memory
Memory bus
CPU#1 CPU #2

Interconnect

vSphere 5 is NUMA-aware and when possible, it places vCPUs on physical processors that
own the VM's memory. It is important to consider NUMA requirements when managing your
infrastructure.

How to do it...

There are a few potential issues administrators may face when considering the
NUMA architecture:

1. Server manufacturers often enable NUMA-emulation in BIOS by default. When it's
enabled, the server presents itself as a non-NUMA device, which prevents vSphere
from using NUMA-related optimization. VMware recommends disabling this option
to let vSphere manage VM placement considering NUMA.

2. When creating a VM with more memory than is currently assigned to one processor
on a host, it's better to configure this VM with more than one vCPU. This assigned
memory will be distributed equally between two physical processors instead of
using one physical CPU and accessing the rest of the memory from the other CPU.
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For example, on a host with two processors and 32 GB of memory (16 GBs on each
socket), a VM that requires 24 GB of memory will be faster with two vCPUs than with
one. This way, vSphere will spread two vCPUs between two physical processors and
take 12 GB of memory from each physical processor instead of taking 8 GB from the
other processor.

3. Be aware of VMs in your environment with a large amount of memory
assigned compared to the amount of memory available per slot on your hosts.
In such environments, smaller VMs may need more vCPUs as well so that vSphere
can fit their memory into the remaining memory in each slot.

In the previous example, the second VM with 6 GB should have two vCPUs so
that its memory is distributed between sockets and each of them takes 3 GB.

In this way, the second VM doesn't need to request an additional 2 GB of memory
from the other processor.

4. Atthe same time, a large number of vCPUs should be assigned to VMs with
care. vSphere uses processor physical cores to run a VM, which has less or equal
number of vCPUs than the number of available physical cores.

When a VM has more vCPUs than physical cores per processor, vSphere will use
hyper-threading—a technology that allows addressing two virtual cores per physical
core and shares the workload between them if possible. Even at this point, because
of hyper-threading, you may lose up to 30 percent of performance.

If a VM has more vCPUs than the number of processor cores taking into account
hyper-threading, vSphere will start using cores from other processors, which means
further performance degradation.

vCPU versus pCPU and time slots

The core of the vSphere system is the so called hypervisor—a process that serves running
virtual machines. One of the main tasks of a hypervisor is to manage a VM's access to
hardware resources in the most efficient way. It does this according to the available resources
and configures the importance of running VMs.

All vCPUs assigned to a VM are treated as a chain. Each vCPU is a link in this chain. In
vSphere terms, it's called world. Each VM has as many worlds as it has vCPUs assigned
plus two invisible service worlds. One of these service worlds is responsible for the VM
itself; the other one is responsible for its input/output.

All such chains from each VM create a queue, which becomes an input to the hypervisor
process. Each VM gets a timeslot—a period of time when a hypervisor gives it access to the
actual hardware. During its timeslot, a VM gets access to a host's physical CPU (pCPU). The
timeslot is limited to less than 1 millisecond. Once it's over, the scheduler puts this VM back
in the queue according to the VM's priority and current load.
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If there is only one VM running on a host, it will be able to use the host's hardware during each
timeslot. In case there are few VMs running on a host and their total number of worlds is less
than the number of available pCPUs or cores on the host, the hypervisor will be able to fit all
of these VMs in each time slot.

When VMs use more worlds than pCPUs available, the hypervisor will need more than one
timeslot to run all VMs, and it will try to fit them in each timeslot in the most efficient way,
taking NUMA into consideration as well.

Performance loss starts when there are a few large VMs running, which use the whole
timeslot, along with small VMs, which cannot fill a timeslot. In this case, small VMs will be
wasting timeslots.

How to do it...

Administrators can use the following guidelines to minimize performance penalties related
to the size of VMs:

1. Assign minimum possible resources to VMs. Don't give two vCPUs to a VM
that performs fine with one. The administrator can use VMware Operations
or third-party performance analysis tools to identify current bottlenecks.

2. Avoid creating large VMs compared to the host size.
Consider NUMA requirements when assigning resources to VMs.

4. Use Paravirtual devices to minimize overhead related to the input/output world
of a VM. Please refer to the Meeting higher /0 needs with VMware Paravirtual
controller and Improving network performance with VMXNET 3 network adapter
recipes in this chapter.







Optimizing Resource
Usage

In this chapter, we will cover the following recipes:

» Prioritizing VMs with shares

» Ensuring VMs have enough resources to run

» Limiting resources used by VMs

» Grouping VMs by resource usage

» Balancing loads between hosts

» Balancing loads between datastores

» Configuring storage load balancing thresholds
» Limiting VM storage I/0 consumption

» Limiting VM network I/0 consumption

Introduction

In this chapter, we will take a look at vSphere features and options available for resource
usage optimization. Common strategies in this area include better distribution of load
between hosts and datastores, prioritization of resource consumers according to their
importance and needs, as well as proper resource usage limitation, including CPU, memory,
network, and storage 1/0.
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Prioritizing VMs with shares

vSphere allows administrators to prioritize virtual machines by configuring their importance
using a feature called shares. The more shares a VM has, the more resources it is allowed
to consume when competing with other virtual machines. Shares is of relative importance
to VMs or pools and they apply within the same parent.

Shares are usually specified as high, normal, and low, which
i configures VM priority as 4:2:1 ratio.

This feature is one of the few approaches to resource distribution and performance tuning
available to administrators. Shares are taken into account only when there is resource
contention. In other words, the feature settings make sense only when two or more virtual
machines compete for resources.

The actual number of resources a VM gets may change each time it is powered on. If a
host is upgraded with more memory, each virtual machine will get a larger portion of RAM
according to the ratio.

% Shares are also helpful in environments where frequent changes to
s available resources happen, and as a result, VMs compete for resources.

How to do it...

To change virtual machine shares, execute the following steps:

1. Right-click on a VM.
2. Goto All vCenter Actions | Edit Resource Settings.
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3. Adjust CPU and memory shares, and click on OK.
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1 admin3 - Edit Resource Settings BR
~ [ *cpPu
Shares(*} | High |~ -
Reservation | o |v| | MHz |v|
Limit | Unlimited |v| Mz |+
~ Wl *Memory
Shares (*) | Custom |+ [20480 ||
Reszervation | 0 |v| | MB |v|
[ ] Resemve all guest memory (4l locked)
Limit | Unlimited |~/ (ws ||
[ ok ][ Cancer |

In vCenter Client, perform the following steps:

1. Right-click on a VM.

Go to Edit Settings | Resources.

Cl

ick on OK.

2
3. Adjust CPU and memory reservations by selecting CPU and Memory from the list.
4

Virtual Machine Version: vmx-09

Yl

@ admin3 - Virtual Machine Properties
Hardware I Options Resources |Proﬁles I vServices I
3ettings | Surnmary | —Resource Allocation
CcPU 0 MHz |
Memory 0MB Shares: INormaI
Disk
Advanced CPU

Naormal Reservation: J— I 03: MHz
HT Sharing: Any
Fiy

Limit:

v Unlimited

—J I -1?-!083: MHz

=l 2000

£ Limit based on parent resource pool or current host
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Ensuring VMs have enough resources to run

Some virtual machines or applications need a certain number of resources allocated and
available all the time. vSphere uses reservations to guarantee that a particular VM always
has the resources it requires.

Reservations are configured as the amount of CPU and memory that will be reserved for

a particular virtual machine. vCenter makes sure there are enough resources available to
satisfy the required reservation before powering the VM on. If there are not enough resources,
the VM will stay off.

vCenter also considers admission control settings when verifying the available resources for
the configured reservation. A VM may be denied in being powered on even when it looks like a
host or cluster has enough resources.

At the same time, it is better not to allocate all the environment resources right away. VMs get
more resources as they need them until the reserved limit is reached. vSphere allows virtual
machines to keep the resources once allocated, even if a VM doesn't need them anymore. If
all the available cluster resources have been allocated, VMs eventually may take them, which
will lead to memory overcommitment. It will be allowed in this case. ESXi is able to handle
such situations by transferring memory from idle machines to VMs that need it at the present
moment. Such memory reallocation takes more time, which causes performance degradation.

The default value for all resource reservations is O.

How to do it...

To change virtual machine resource reservations, perform the following steps:

1. Right-click on a VM.
2. Goto All vCenter Actions | Edit Resource Settings.
3. Adjust CPU and memory reservation, and click on OK.

(h admin3 - Edit Resource Settings 2 M
~ [ crPu
Shares Normal -
Reservation 0 - | | MHz -
Limit Unlimited +| | MHz -
- il Memory
Shares MNormal -
Reservation 0 || MB -
["] Reserve all guest memory (All locked)
Limit Unlimited -| [ MB o
OK Cancel |
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In vCenter Client, perform the following steps:

1. Right-click on a VM.

2. Go to Edit Settings | Resources.
3. Adjust CPU and memory reservations by selecting CPU and Memory in the list.
4. Click on OK.

& admin3 - Virtual Machine Properties = B
Hardware ] Options Resources ]Proﬁles ] wServices ] Virtual Machine Version: vmx-09
il S Resource Allocation
CPU 0 MHz
Memory 0 MB | I” Reserve all guest memory (Al locked)

Disk Normal
Advanced CPU HT Sharing: Any b= |Norrna| ﬂ | 2':'4‘3':':'

Reservation: Ji 0 3: MB
i

Limit: —_— J 472011= MB
¥ Unlimited

A Limit based on parent resource pool or current host

Limiting resources used by VMs

By default, the configured amount of memory and CPU is the amount a VM can take.
In addition to resource allocations, vSphere allows specifying the maximum amount of
CPU and memory a particular VM can use by configuring limits.

Limits are expressed in MHz for CPU and MB for memory. Administrators can use them to
constrain user expectations or to simulate resource shortage.

Limits should be used carefully. When they are lower than the number of assigned resources,
a VM is not allowed to use more than the limit. At the same time, the guest OS is not aware
of limits; it can see only the allocated resources. Once it hits the limit, vSphere will not allow
it to use more resources. In this situation, VMkernel will try to reclaim the memory from the
guest O0S. Eventually, this may result in excessive swapping, which, in turn, results

in performance degradation.
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Hypervisor swapping refers to a situation when the hypervisor swaps
*  outthe guest physical memory directly into the VM's swap file. This file is
% created when as VM starts and is stored together with its files. Access to
’ the data stored in a swap file on a disk is slower than access to the host's
memory. That's why memory swapping means worse performance.

The most common use case for limits is a situation when a rogue VM consumes excessive
resources. If it negatively affects the host and this VM cannot be turned off to adjust resource
allocation, administrators can use limits to dynamically constrain resource usage.

Another use case is environments where users pay for resources instead of VMs. For such
environments, administrators can configure limits for resource pools rather than for individual
VMs. These resource pools can be assigned to customers according to purchased quotas.

How to do it...

To change virtual machine resource limits, execute the following steps:

1. Right-click on a VM.
2. Goto All vCenter Actions | Edit Resource Settings.
3. Adjust CPU and memory limits, and click on OK.

1 admin3 - Edit Resource Settings 2 M
~ @ *cru
Shares | Mormal |v| -
Reservation | 0 |v| [ MHz |v|
Limit (*) | 443 |+ [wHz |~
~ il *Memory

Shares | Mormal |v| -
Resenation | 0 |v| (M |+
[] Reserve all guest memory (All locked)
Limit (*) | 256 |~/ (w8 |-

| ok || cancal |
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In vCenter Client, perform the following steps:

1. Right-click on a VM.

2. Go to Edit Settings | Resources.
3. Adjust CPU and memory limits by selecting CPU and Memory in the list.
4. Click on OK.

& admin3 - Virtual Machine Properties = =
Hardware ] Options Resources l Profiles ] VServices ] Virtual Machine Version: vmx-09
5=ttings Sumimary Resource Allocation
CPU 0 MHz
Memary 0MB I Reserve all guest memory (All locked)

Disk Normal
Advanced CPU HT Sharing: &ny SEes |Normal j | 2':'4‘3':':'

Reservation: Ji 0 3: ME
i

Limit: S— J— 322463=3 MB
[ Unlimited

& Limit based on parent resource pool or current host

Grouping VMs by resource usage

vCenter gives administrators an ability to group virtual machines and assign resources
to the groups as well as prioritize them. This greatly simplifies administration and can be
achieved by creating resource pools.

Resource pools are independent from hosts and clusters, and can only be created in vCenter.
Once a VM is assigned to a pool, all resource allocations and priorities configured for the pool
apply to this virtual machine as well.

Resource pools are indispensable when there is a heed to manage virtual machines
with different requirements for memory and CPU. VMs with high CPU requirements can
be assigned to a pool with higher CPU shares, while secondary VMs can be members of
a pool with low CPU and memory priority.

Another application of this feature is control delegation within the vSphere environment.
For example, a vCenter administrator can create resource pools for different departments
and delegate control of these pools to department-level administrators. They will be able

to create and manage virtual machines within the configured boundaries of the delegated
resource pools.
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How to do it...

To create a new top-level resource pool, execute the following steps:

1. Navigate to vCenter | Clusters.

2. Right-click on a cluster and click on New Resource Pool....

T
1 vCenter {D X | @ Custers
~ [
@ LAB-Clnstar

3. Give the new pool a name, and configure the CPU and memory shares, reservations,
and limits as required.

7 [ Actions - LAB-Cluster
Add Host...

[E Move Hosts into Cluster..

1 New Virtual Machine. .
5B NewvApp...

% MNew Resource Pool...

3 New Datastore...
#@ Deploy OVF Template...
[&5 Attach HostProfile...

186 B %®

'_AB—CIuster

4. Click on OK to create a new pool.
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MName: |TestResource Pool
~ CPU
Shares | Normal [~ -
Reservation | 0 | ~ | [ MHz | - |
Max reservation: 47,408 MHz
Resenvationtype ] Expandable
Limit | Unlimited |-| [ MHz |-|

Max limit: 47 408 MHz

~ Memory
Shares | Normal |v|

Reservation | 0

|~ [ms

Max reservation: 461,084 MB

Reszemnvation type [+ Expandable

Lirnit | Unlimited
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-
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To create a child resource pool, perform the following steps:

1. Navigate to vCenter | Resource Pools.

2. Select the parent resource pool from the list.

3. Open the Actions menu and select New Resource Pool....

4 vCenter 3 Resource Pools
e
& TestPool 1 @B % B @
: ¥l Actions =
& TestPool 2
Mame & Actions - Test Pool 1 z)
@ TestPool 1 0 Mew Virtual Machine...
@ TestPool 2 % New Resource Pool...
58 NewvApp...

@ Deploy OVF Template...

4. Give the new pool a name, and configure the CPU and memory shares, reservations,
and limits as required.

5. Click on OK to create a new pool.

Pool hierarchy can be verified under the Hosts and Clusters view. An example of what the
hierarchy may look like is shown in the following screenshot:

vLPxEl

« [J LAB-Cluster
[ esxi-01
e sKi-02
[ esxi-03
[ esxi-04
w () Test Pool 1
» &3 Test child pool.
b (& TestPool 2

To edit or delete a resource pool, perform the following steps:

1. Navigate to vCenter | Resource Pools.
Select the resource pool in the list.
Open the Actions menu and go to All vCenter Actions.

Select Edit CPU Settings, Edit Memory Settings, or Remove from Inventory
as required.
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In vCenter Client, the options to create, edit, or delete resource pools are available under the
Hosts and Clusters view by right-clicking on a pool or cluster:

File Edit Yiew Inventory Administration Plug-ins Help
E £y Home P gf] Inventory P [El Hosts and Clusters
mip &8 &GR2RPDPR
B [ veol ~
El gL
=] ﬁh LAB-Cluster

[@, esw-01

B esxi-02

[, esxi-03

[@, esxi-04

B & Test Pool 1
Test child pog/

Eisu}uulz ﬁj Mew Virtual Machine,..

{& Test Resource Po &  MewResource Pool...

@y ADFS1 3 Mew vApp...

I3 adminl

& admin2 Report Performance...

& admin3 Add Permission...

Alarm
@  Edit Settings...

To assign a virtual machine to a pool, drag and drop it into a resource pool object.
Another way to assign a VM to a pool is during migration between hosts or clusters.
Also, you will be asked to specify the resource pool during VM creation.

Be aware of the following rules that apply when a VM is assigned to a pool:

» VM share values will change to reflect the total number of shares of the pool.
» Any custom share values will be maintained.

» Reservations and limits configured for this VM will not change. When a pool doesn't
have enough resources to satisfy VM reservations, vCenter will not allow the VM to

move to the pool.

164



Chapter 5

Balancing loads between hosts

Distributed Resource Scheduler (DRS) is a feature designed to optimize VM placement
between hosts in a cluster. It compares cluster resource utilization to the current demand.
Based on that, it generates recommendations on VM placement. If configured to do so, it can
perform VM migrations automatically according to these recommendations.

For example, a cluster on the left side of the diagram is not balanced. After applying DRS
recommendations, host resources are utilized more efficiently.

Host 1 ) ( Host 1

VM3
- =
Hosto ) PRS Mhost o )

Host2 Host 2
= e/

Getting ready

The following requirements must be met before hosts can be joined to the DRS cluster:

» There is a shared storage between all hosts.
» All VMs are located on volumes that are shared between all hosts.
» All VMs use volume names to specify the location of virtual disks.

» If Raw Device Mapping (RDM) VMFS volumes are being used, they must be
in virtual compatibility mode.

» There is a gigabit network connecting all hosts.

» All hosts have compatible processors. Please refer to the Using hosts with
different CPUSs in one cluster recipe in Chapter 1, vCenter Basic Tasks and
Features for more details.

How to do it...

The DRS feature is a cluster-wide setting. It is also possible to change the automation level
per virtual machine.
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Creating a DRS cluster

Turning on DRS for a cluster can be accomplished in Web Client with the following steps:

1. Right-click on a cluster.
2. Select Settings in the menu.

3. Goto Manage | Settings | Services | vSphere DRS.

] LABCluster | Actions v

Getting Started Summary  Monitor Manager Related Objects

il
4

‘ Settings ‘ Alarm Definitions | Tags | Permissions | Scheduled Tasks

“ vSphere DRS is Turned ON Schedule DRS... l | % Edit.. |
Y e » DRS Automation Partially Automated
¥SORore DitS » Power Management off
vSphere HA :
» Advanced Options None
w Virtual SAN
General
Disk Management
4. Click on the Edit button.
5. Check the Turn ON vSphere DRS option.
6. Select the DRS Automation level and click on OK.
LAB-Cluster - Edit Cluster Settings
ST [ Turn ON vSphere DRS
vSphere HA ) f
p » DRS Automation | Partially Automated | v |

» Power Management Manual
Partially Automated

» Advanced Options
Fully Automated

In vCenter Client, perform the following steps:

1. Switch to the Hosts and Clusters settings view.
2. Right-click on a cluster and go to Edit Settings.
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3. Select vSphere DRS, choose the automation level, and click on OK.

(7] LAB-Cluster Settings

Cluster Features Automation Level

vSphere HA
Virtual Machine Options " Manual
WM Monitoring vCenter will suggest migration recommendations for virtual machines.
Datastore Heartbeating
ESpHEREIRS * partially automated
DRS Groups Manager - . z .
Rules Virtual machines will be automatically placed onto hosts at power on and vCenter

will suggest migration recommendations for virtual machines.
irtual Machine Options

Power Managament

Host Options " Fully automated
VMware EVC Virtual machines will be automatically placed onto hosts when powered on, and
Swapfile Location will be automatically migrated from one host to another to optimize resource
usage,

Migration threshold: Conservative Ji Aggressive

Apply only priority 1 recommendations.
wCenter will only apply recommendations that must be taken to satisfy duster
constraints like affinity rules and host maintenance.

Advanced Options. ..
Help O | Cancel J/
%,

For Fully automated mode, it's recommended to avoid setting the
Aggressive migration threshold. This setting can lead to too many
tad VM migrations and unnecessary overload.

Configuring VM options
The cluster DRS automation level can be overwritten per virtual machine. To do this in Web
Client, perform the following steps:

1. Right-click on a cluster.

2. Select Settings in the menu.
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3. Goto Manage | Settings | Services | VM Overrides.

[J LABCluster  Actions =

Getting Started  Summary  Monitor | Manage ‘ Related Objecis

|. Settings ‘ Alarm Definitions ‘ Tags | Permissions | Scheduled Tasks.

4
~ Services
vSphere DRS
vSphere HA
+ Virtual SAN
General
Disk Management
~ Configuration
General
virtual SAN Licensing
ViMware EVC
DRS Groups
DRS Rules

Host Options

Profiles

VM Overrides

[ add.. ||

Edit.. || Delete |

1 ADFS1

&1 FPS01vm
&1 Goldenl...
G Goldenl...
G Goldenl...
G Goldenl

G CA-=qui...
& Templa..
&1 Templa.
&1 Templa..

VM Overrides ([ Templa..

G Templa..
& Templa
& Templa..

vSphere DRS Aut
Default (Parti...
Default (Parti...
Default (Parti...
Default (Parti...
Default (Parti...
Default (Parti

Default (Parti...
Default (Parti...
Default (Parti...
Default (Parti...
Default (Parti...
Default (Parti...
Default (Parti

Default (Parti...

vSphere HA Rest..  vSphere HA Host

Default (Medi.. Default (Leav...
Default (Medi..  Default (Leav...
Default (Medi..  Default (Leav...
Default (Medi.. Default (Leav...
Default (Medi..  Default (Leav...

Default (Medi Default (Leav

Default (Medi..  Default (Leav...
Default (Medi...  Default (Leav...
Default (Medi..  Default (Leav...
Default (Medi..  Default (Leav...
Default (Medi..  Default (Leav...
Default (Medi..  Default (Leav...

Default (Medi Default (Leav

Default (Medi..  Default (Leav...

T
il

esxi-04...
esxi-04...
esxi-01...
esxi-01..
esxi-01...
esxi-01

esxi-04...
esxi-03...
esxi-01...
esxi-01..
esxi-01...
esxi-01...

esxi-01

0 @@ @ 0 0 @0 D D D e

esxi-03...

WM Wenitoring

Default (Disa...
Default (Disa...
Default (Disa...
Default (Disa...
Default (Disa...

Default (Disa

Default (Disa...
Default (Disa...
Default (Disa...
Default (Disa...
Default (Disa...
Default (Disa...

Default (Disa

Default (Disa...

WM Wenitoring

4. Select a VM and click on the Edit... button.
5. Select the Automation level and click on OK.
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% LAB-Cluster - Edit VM Overrides

Automation level:

W restan priarity:

Hostisolation response:

Wi Monitoring:

| Use Cluster Settings

Fully Automated
Partially Automated
Manual

Use Cluster Settings

Disabled

~ Relevant Cluster Settings

» wSphere DRS

» wSphere HA

EVC

Partially Autornated
Expand for details

intel-merom
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In vCenter Client, perform the following steps:

1. Switch to the Hosts and Clusters settings view.

2. Right-click on a cluster and go to Edit Settings.
3. GotovSphere DRS | Virtual Machine Options.
4. Select a VM, choose a different automation level, and click on OK.
& LAB-Cluster Settings
Cluster Features
vSphere HA ¥ Enable individual virtual machine automation levels,

Virtual Machine Options
Wi Monitoring
Datastore Heartbeating

vSphere DRS Set individual automation level options for virtual machines in the duster.
DRS Groups Manager
Rules Virtual Machine or Automation Level contains: = Clear
Virtual Machine Options
Power Management Wirtual Machine # | Aukomation Level -~
Host Options (f1 ADFS1 Default (Partially Automated] + |
VMware EVC Gh  admint Fully Automated
Swapfile Location G admin2 Partially Automated
) Manual
Gh  admin3 P
&h apcontrollert Disabled

Disabling DRS

DRS can be turned off from cluster settings. Once it is disabled, resource pool hierarchies
and affinity rules will be lost. To avoid this, it is recommended to change the automation level
instead of disabling DRS completely.

Balancing loads between datastores

Storage Distributed Resource Scheduler (SDRS), which has been introduced in vSphere 5,
is one of the most exciting features available in vSphere.

Storage performance has always been one of the pain points for virtual environment
administrators. While datastore space utilization is easier to monitor and manage, storage /0
load has always been difficult to keep track of and even more difficult to manage properly. At
the same time, 1/0 congestion can lead to dramatic performance degradation. Furthermore,
1/0 usage usually changes throughout the day and week, which makes it difficult to fairly
balance the 1/0 load for a long period of time.
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SDRS analyses storage space utilization and 1/0 load over a period of time, and makes
recommendations for VM placement to ensure proper load and to prevent future imbalance
of I/0 usage and latency. If configured, it can also apply recommendations automatically.

SDRS is a solution for storage resource utilization similar to DRS, which is for host resource
usage. While DRS balances CPU and memory usage between hosts, SDRS balances space
and 1/0 utilization between datastores. More details about DRS can be found in the Balancing
loads between hosts recipe in this chapter.

The following are the key features of SDRS:

» Resource aggregation allows grouping multiple datastores in a datastore cluster—a
pool of datastore resources with shared management. Datastore clusters makes it
possible to balance loads between these datastores during VM migrations and initial
placement. Current vSphere 5.1 limitations are 32 datastores per datastore cluster
and 256 datastore clusters per vSphere cluster. vSphere 5.5 allows up to
64 datastores per cluster.

» Initial placement automatically selects a datastore for new VMs based on the
current space utilization and I/0 load of individual datastores in a cluster.

» Load balancing is the core feature of SDRS. It monitors storage usage and once
configured thresholds are exceeded, it provides recommendations on VM migrations
to fairly balance the load. In fully automated mode, it applies recommendations
automatically.

» Datastore maintenance mode makes sure all VMs are migrated from a datastore
when it is placed in maintenance mode. Migrations can be performed automatically
or presented to administrator for validation.

» Affinity rules, which are similar to DRS affinity rules, provide the ability to place
virtual disks of the same VM in different datastores or keep them together (this is
the default option). More details about affinity rules can be found in the Automating
VM placement with storage affinity recipe in Chapter 6, Basic Administrative Tasks.

SDRS load balancing has a built in mechanism called online device modeling. Its purpose is
to determine if two datastores belong to the same physical storage. This is accomplished by
injecting random 1/0 reads into single and multiple datastores and detecting correlations in
performance change. The obtained information is used to predict storage utilization after VM
migration and generate placement recommendations.

While online device modeling is supposed to avoid moving virtual machines within the same
physical SAN, it still makes more sense to group together datastores that belong to different
physical storages. Doing otherwise makes achieving true load balancing more difficult. The
following image illustrates the idea.
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In the following image, datastores located on different SANs are joined to one cluster.

Such architecture offers more advantage when balancing loads between datastores

within a cluster.

s T T T === ~ s T T T === ~
d o
| [ Datastore 2
| Lo
SANL || Lo
I b VM3
| . [
N ||
| T
| Il
n P
: Datastore 3 : : ___—Datastore 4—| :
v
SAN2 |! Lot T'
I b Al
| N [ wm7 [ vms |[ vma ||
l I
\ / \
N e N 7/
Cluster 1 Cluster 2

How to do it...

The resource aggregation feature is utilized by creating datastore clusters; the initial

placement is used when a datastore cluster, instead of individual datastore, is chosen

during VM creation. Load balancing happens when administrators review and apply

migration recommendations.

Creating a datastore cluster

In Web Client, a new datastore cluster can be created under Datastore Clusters:

1. Click on the Create a new datastore cluster button.

vmware* vSphere Web Client

4 wCenter

7 Datastore Clusters

o J Objects |

ft @

¥ X E5 Datastore Clusters

el

Mame Create a new datastore cluster ¥
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2. Specify a name for the new cluster and select the datacenter where it should be

placed. Leave the Turn ON Storage DRS option checked as we create a new cluster
to take advantage of this feature.

&5 New Datastore Cluster

L 1 Name and Location Datastare Cluster Name
2 Storage DRS Automation
Storage DRS Runtime

TestCluster

[/] Turn ON Storage DRS @

Settings
4 Select Clusters and Hosts Q Search
5 Select Datastores v [Fvco1

6 Ready to Complete

Select placement location for the new datastore cluster

Select a datacenter or datastore folder in which to place the
new datastore cluster.

Next Cancel
3. Click on Next.
4. Select Automation level and click on Next.
&5 New Datastore Cluster ) M

~ 1 Name and Location Storage DRS
-

¥4 2 storage DRS Automation Automation
Storage DRS Runtime Automnation level
Seftings

4 Select Clusters and Hosts
5 Select Datastores

6 Ready to Complete .
» Advanced Options

(=) No Automation (Manual Mode)

vCenter Server will make migration recommendations for virtual machine files, but will not perform
automatic migrations

_ Fully Automated

Files will be migrated automatically to optimize resource usage

MNone

5. Adjust Storage DRS Thresholds if necessary and click on Next.
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click on Next.
&9 New Datastore Cluster ?) M
+~' 1 Hame and Location Select all hosts and clusters that require connectivity to the datastores in the datastore cluster.
v & SIERRE RSO Filter | (1) Selected Objects
5 Storage DRS
Settings | Clusters | Standalone Hosts |
o seectCuster ana hosts ] .
5 Select Datastores .
6 Ready to Complete ] ;_AEI-CIuster
7. Choose datastores that need to be joined to the cluster and click on Next.
#5 New Datastore Cluster ?) b
~ 1 Name and Location | show datastores connectedto all hosts | = | Q -
+ 2 Storage DRS Automation Name Host Connection Status Capacity Free Space Type
vy :k:{age DRS Runtime ¥ Netspp-Vmware2 @ All Hosts Connected 25078 582.49 GB VMFS
ettings
y [ nNetapp-vmware3 @ All Hosts Connected 25078 27516 GB VMFS
+ 4 Select Clusters and Hosts
¥ NetApp-vmware1 @ All Hosts Connected 25078 938,50 GB VMFS
o5 soociDoiasiorss ]
6 Ready to Complete
8. Review the configuration and click on Finish.
In vCenter Client, perform the following steps:
1. Switch to the Datastore and Datastore Clusters view.
2. Right-click on the datacentre object and select New Datastore Cluster.
3. Provide a cluster name, leave the Turn on Storage DRS option checked and
click on Next.
@ New Datastore Cluster = =

General
How do you want this Datastore Cluster configured?

General Datastare Cluster Name
SDRS Automation

SDRS Runtime Rules Test Pluster

Select Hosts and Clusters

Select Datastores Datastore Cluster Features

Ready to Complete
¥ Turn on Storage DRS
vSphere Storage DRS enables vCenter Server to manage datastores as an aggregate pool of storage resources,
vSphere Storage DRS also enables vCenter Server to manage the assignment of virtual machines to datastores, suggesting

placement rules.

placement when virtual machines are created, migrated or doned, and migrating running virtual machines to balance load and enforce
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4. Choose automation mode and click on Next.

5. Adjust Storage DRS Thresholds and disable /0 Metric Inclusion if necessary.

SDRS Automation

SDRS Runtime Rules
Select Hosts and Clusters
Select Datastores

Ready to Complete

&
SDRS Runtime Rules
How do you want this Datastore Cluster configured?
General /0 Metric Incusion

New Datastore Cluster = =

Select this option if you want IO metrics considered as a part of any SDRS
recommendations or automated migrations in this datastore duster. This will also enable
Storage IfO Control on all datastores in this duster.

¥ Enable 1/0 metric for SDRS recommendations

@ 10 load balanding functionality is available only when all hosts connected to the datastores in this datastore duster are of version 5.0,
Storage DRS Thresholds
Runtime thresholds govern when storage DRS performs or recommends migrations (based on your selected automation level). Utilized

space dictates the minimum level of consumed space that is the thresheld for action, and I/Q latency dictates the minimum /O latency
below which If0 load balancing moves will not be considered.

Utilized Space: 50%. 7J— 100% a0 3: o,
10 Latency: Sms —Ji 100ms 15 = ms

show Advanced Options

More information about thresholds can be found in the Configuring
S storage load balancing thresholds recipe in this chapter.

Click on Next.

7. Inthe next two steps, select the vSphere cluster and datastores, which will be
included in this datastore cluster.

8. Finally, review the configuration and click on Finish to create datastore cluster.

Taking advantage of initial placement

To allow SDRS, decide where to place new VMs, select a datastore cluster instead of an
individual datastore during VM creation.
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In Web Client, this option will be available in step 2¢ Select storage:

1 New Virtual Machine 2)
1 Select creation type WM Starage Policy. | MNone K ]
~/  1a Select a creation type The following datastores are accessible from the destination resource that you selected. Select the destination datastore forthe
2 Edit seffings virtual machine configuration files and all of the virtual disks.
«  2a Selectaname and folder Nams Capacity Provisianed Fres Type Storage DR{*
+  2b Selecta computeresource  £3 TestOluster 500TB 352TB 14878 Enabled
Y ¢ Selectstorage B Promise_spin_0_1 200TB 1.68 TB 1,007.58 GB VMFS
= B Promise_spin_0_2 23778 212TB 997.99 GB VMFS -
2d Select compatibility
“ H L3

Ze Sele gue 0s
6 SERHA FUNOE ["] Disable Storage DRS for this virtual machine

2f Customize hardware

Name Capadity Provisioned Free Type Thin Pravision
3 Ready to complete 3 NetApp-Vmware2 25078 21878 579.00 GB VMFS Supported
B NetApp-vmware1 250 7B 226 T8 937.45 GB VMFS Supported

In vCenter Client, this step is called Storage:

@ Create New Virtual Machine = B
Storage Virtual Machine Version: &
Select a destination storage for the virtual machine filles
Configuration Select a destination storage for the virtual machine files:
:Z;el,-?zl;j slgzraton WM Storage Profile: J iy
Resource Pool Marne Drive Type Capacity | Provisioned Free | Type Skara a
Storage 7 TestCluster 50078 3.52 T8 146 T8 Enab
Guest Operating System -
Network @ esxi-01:storag.. MNon-55D 131.50 GB 971.00 MB 130.55 GB VMFS5
Create a Disk a esxi-02:storag.. MNon-55D 131.50 GB 971.00 MB 130.55 GB VMFS55
Ready to Complete B Netfpp-Vmwa.. Non-S3D 250TB 253 7B 273152 GE VMF35
@ Promise_spin_. MNon-58D 2.00TB 1.85TB 975.32 GB VMFSS
@ Promise_spin_. MNon-55D 2.00TE 1.68TB 1007.58 G VMFSS
@ Promise_spin_. MNon-550 23778 212TB 997.99 GB VMFS5
@ Promise_spin_. MNon-550 200TB 138TB 739.54 GB VMFS55
@ Promise_spin_.. MNon-55D 74575 GB 53438 GB 392,37 GB VMFS5 -
< >
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Adding existing VMs to a datastore cluster

To move the existing virtual machine to a datastore cluster, initiate storage vMotion and select
this cluster as the destination.

In Web Client, this can be accomplished by right-clicking on a VM and selecting Migrate.

1. Choose the Change datastore option and click on Next.

2. Select a cluster and click on Next.

(f1 ADFS1 - Migrate BN
" 1 Select Migration Type Selectvirtual disk format: | Same format as source b4
2 Select Datastore VI Storage Palicy: None i ]
3 Review Selections The following datastores are accessible from the destination resource that you selected. Selectthe destination datastore for the
virtual machine configuration files and all of the virtual disks.
Name Capacity Provisioned Free Type Storage DR
5l TesiCluster 500 TB 352 T8 148TB Enabled
B Promise_spin_0_1 200TB 16878 1,007 58 GB VMFS 5 5
4 e »
[] Disable Storage DRS for this viftual machine
Name Cspacity Frovisioned Free Type Thin Frovisicn
B NetApp-vmware2 250TB 2187TB 579.00 GB WMFS 5 Supported
B NetApp-Vmware1 2507TB 2267B 93745 GB VMFS3 5 Supported
Advanced ==

3. Review selections and click on Finish to start migration. SDRS will choose the
datastore automatically based on the current load.

The process is similar in vCenter Client:

1. Right-click on a VM and select Migrate.

2. Switch to the Change datastore option and click on Next.
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3. Select the cluster in the list and click on Next.

@ Migrate Virtual Machine = =

Storage

Select the destination storage for this virtual machine migration.

Select Migration Type Select a virtual disk format:
Storage Same format as source j
Ready to Complete Select a destination storage for the virtual machine files:
WM Storage Profile:  |Do not change the profiles J By
Mame Drive Type Capacity | Provisioned Free | Tvpe Storage DRS Thin Pr A
§# TestCluster 5.00TB 3.52TB 148 TB Enabled Suppa
@ esxi-01:storag. MNon-580 131.50 GB 971.00 MB 130.55 GB VMFS5 Suppe
@ NetApp-Vmwa.. Non-550 2.50TB 2.537TB 273.52 GB VMFS5 Suppe
@ Promise_spin_. MNon-550 2.00TB 1.857B 975.32 GB VMFS5 Suppe
@ Promise_spin_. MNon-550 2.00TB 1.687TB 1007.58 G VMFS5 Suppe
@ Promise_spin_. MNon-550 237TB 2127B 997.99 GB VMFS5 Suppc v
£ >

4. Confirm selections and click on Finish to start migration.

VM storage performance can change after the migration.

Reviewing and applying recommendations

Storage DRS recommendation will be available after SDRS has been enabled for at least one
day. If SDRS is in manual mode, the recommendations can be reviewed and applied after
selecting the datastore cluster object under Monitor | Storage DRS | Recommendations:

4 vCenter D X | 3 TestCluster  Actions ~
B9 Datastore Clusters

Getting Started  Summary | Monitor | Manage Related Objects

T TestCluster >
‘ Issues | Performance | Tasks | Events | Storage DRS‘ Connectivity ‘ Storage Reports
“ Run Storage DRS Now
Storage DRS Recommendations
Fauits Utilization % f¢
History Apply Recommendation Reasan

Before A

This listis empty.
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Click on the Apply Recommendations button to start VM migrations.

In vCenter Client, these options are available under the Storage DRS tab of the datastore
cluster object, as shown in the following screenshot:

TestCluster

Summary | Virtual Machines ' Host and Clusters | Datastores EEOIEBEReLER Ferformance | Tasks & Events | Alarms Permissions |

View: |Recommendations Faults| History

Datastore Cluster Properties Edit...
Migration Automation Level:  Manual

Utilized Space Threshold: 87%

10 Latency Threshold: 15 ms

Storage DRS Recommendations

Apply Recommendation Reasan

Configuring storage load balancing

thresholds

Storage distributed resource scheduler (SDRS) has been introduced in vSphere 5.

More details about its features and usage can be found in the Balancing loads between
datastores recipe in this chapter.

SDRS load balancing constantly monitors datastore space utilization and 1/0 latency.
When one of the configured thresholds for these metrics is exceeded on a particular
datastore, SDRS calculates the possible options for VM storage migrations and
recommends the one that offers the best load distribution.

. The default threshold for space utilization is 80 percent. The default
% value for I/0 latency round trip is 15 milliseconds. Both thresholds can
A be changed. While the I/0 latency threshold can be disabled, the space
utilization limit can only be disabled by turning SDRS off.
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How to do it...

Default SDRS thresholds can be changed during datastore cluster creation or can be

adjusted later.

Changing the threshold for new clusters
In Web Client, SDRS threshold options are available in step 3 Storage DRS Runtime Settings:

5 New Datastore Cluster

2 »

+ 1 Name and Location
w2 Storage DRS Automation
K
Seftings
4 Select Clusters and Hosts
5 Select Datastores

6 Ready to Complete

10 Metric inclusion

Selectthis option if you want I/O metrics considered as a part of any SDRS recommendations or automated migrations in this data
store cluster

[w] Enable /0 metric for SDRS recommendations

© 110 10ad balancing functionality is available only when all hosts connected to the datastores in this datastore cluster are of
version 5.0 or later,

Storage DRS Thresholds

Runtime thresholds govern when Storage DRS performs or recommends migrations (based on the selected automation level).
Utilized space dictates the minimum level of consumed space that is the threshold for action. 11O |atency dictates the minimum /O
latency below which /0 load balancing moves are not considered

Ulilized Space: 50 % == 100 % a0 %‘ %
10 Latency: EmMS = ——— 100ms |15
» Advanced Options Expand for advanced options

The advanced options
the same step:

explained in the How to do it section of this recipe can be changed in

&5 New Datastore Cluster

+' 2 Storage DRS Automation
v
Settings
4 Select Clusters and Hosts
5 Select Datastores

6 Ready to Complete

Storage DRS Thresholds

Runtime thresholds govern when Storage DRS performs or recommends migrations (based on the selected automation level).
Utilized space dictates the minimum level of consumed space that is the threshold for action. /0 latency dictates the minimum WO
latency below which /O load balancing moves are not considered.

Utlized Space: 50% A—100% (30 %
IO Lateney: Sms o——— 100ms (15 =] ms
- Advanced Options

Default Vil afinity ] Keep VDK togetner by default

Specifies whether or not each virtual machine in this datastore cluster should have its virtual
disks on the same datastore by default.
No recommendations until .
utilization difference between 1% =——— 50% |5 %' %
source and destination is: —

Check imbalances every: g |v| [ Hours [~

1/0 Imbalance Threshold Aggressive ="—— Conservative

The /0 imbalance threshold is the amount of imbalance that Storage DRS should tolerate.
When you use an aggressive setting, Storage DRS corrects small imbalances if possible.
When you use a conservative setting, Storage DRS produces recommendations only when
the imbalance across datastores is very high
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In vCenter Client, this step is called SDRS Runtime Rules:

@ New Datastore Cluster - b

SDRS Runtime Rules
How do you want this Datastore Cluster configured?

General 10 Metric Indusion

SDRS Automation Select this option if you want I/O metrics considered as a part of any SDRS

SDRS Runtime Rules recommendations or automated migrations in this datastore duster. This will also enable
Select Hosts and Clusters Storage I/0 Contral on all datastores in this duster.

Select Datastores ¥ Enable I/0 metric for SDRS recommendations

Ready to Complete
@ /0 load balancing functionality is available only when all hosts connected to the datastores in this datastore duster are of version 5.0,

Storage DRS Thresholds
Runtime thresholds govern when storage DRS performs or recommends migrations {(based on your selected automation level). Utiized

space dictates the minimum level of consumed space that is the threshold for action, and I/ latency dictates the minimum I/O latency
below which IfO load balancing moves will not be considered.

Utilized Space: 50% 7)7 100% 80 ==
I/ Latency: Sms — f———————— 100ms 15 = ms

Show Advanced Options

Changing the threshold for existing clusters
To change SDRS thresholds for the existing cluster in Web Client, perform the following steps:

1. Select the datastore cluster.
2. Goto Manage | Settings | Storage DRS.

E9 TestCluster | Actions ~

il
I{

Getting Started  Summary  Monitor | Manage | Related Objects

Settings | Alarm Definitions | Tags | Permissions | Scheduled Tasks

" vSphere Storage DRS Schedule Storage DRS | | Edit
« Services

Storage DRS viphere Storage DRS is Turned ON
« Configuration » Storage DRS Automation Mo Automnation (Manual Mode)

VM Overrides » 1iD Metrics

/0 metrics for Storage DRS recommendations are enabled.

= b Advanced Options Expand for advanced options

3. Click on Edit.
4. Expand Storage DRS Automation to change Utilized Space Threshold.
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5. Expand I/0 Metrics to enable or disable 1/0 Latency Threshold or change its value.

6. Expand Advanced Options to change them if necessary. These advanced settings are
explained in the How it works section of this recipe.

% TestCluster - Edit Storage DRS Settings 2 M

@ Turn ON vSphere Storage DRS

+ Storage DRS Automation

Automation Level (*) No Automation (Manual Mode)
wCenter Server will make migration recommendations far
virtual machine files, but will not perform automatic migrations.

) Fully Automated

Files will be migrated automatically to optimize resource
usage.

Utilized Space Threshold 50 % ———— 100% |87 = %

© 1o10ad balancing functionality is available only when all hosts connected to the datastores in this
datastore cluster are ofversion 5.0 or later.

- IO Metrics
10 Metric Inclusion [/] Enable 1O metric for SDRS recommendations

Select this option if you want VO metrics considered as a part of
any SDRS recommendations or automated migrations in this
data store cluster

0 Latency Threshold §ms ———— 100ms [15 =] ms

v Advanced Options Expand for advanced options

| ok || cancel |

7. Click on OK when done.
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In vCenter Client, perform the following steps:

1. Switch to the Datastore and Datastore Clusters view.

2. Right-click on datastore cluster and go to Edit Settings.

3. Go to SDRS Runtime Rules to change both thresholds.

Virtual Machine Settings

@ Edit TestCluster
General 1/Q Metric Indusion
SDRS Automation Select this option if you want /0 metrics considered as a part of any SDRS
SDRS Runtime Rules recommendations or automated migrations in this datastore duster. This will also enable
SDRS Scheduling Storage I/O Control on all datastores in this duster.
Rules ¥ Enable IjO metric for SDRS recommendations

@ I/0 load balancing functionality is available only when all hosts connected to the datastores
in this datastore duster are of version 5.0.

Storage DRS Thresholds

Runtime thresholds govern when storage DRS performs ar recommends migrations (based on
your selected automation level). Utilized space dictates the minimum level of consumed space
that is the threshold for action, and IjO latency dictates the minimum IO latency below which
10 load balancing moves wil not be considered.

Utilized Space: 50% )' 100% a0 = %

1jO Latency: Sme —)— 100me 15 = ms

Show Advanced Options

4. Click on Show Advanced Options to change the I/0 aggressiveness level, difference
settings, and schedule. These advanced settings are explained in the How it works

section of this recipe. Click on OK when finished.

Once space usage threshold violation occurs, SDRS starts the load balancing process. It
analyses the current VM space usage and creates a utilization report, which takes into
account VMs that are not registered.

SDRS then starts evaluating the possible combinations for VM migrations between

datastores. Migrations of powered off VMs are preferred over powered on machines. SDRS
also considers thin provisioning settings and takes into account migrations that offer more
than the defined difference in space utilization. This value is 5 percent by default and can be

changed under Advanced Options by adjusting the No recommendations until utilization
difference between source and destination is parameter.
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Based on these factors, each possible migration is assigned the goodness metric.

The 1/0 latency is monitored for a longer period of time. A threshold is considered exceeded
when it has been violated for a total of 1.6 hours during at least 16 hours of the current day.

Once exceeded, SDRS evaluates the possible migrations, taking into account datastore
correlation factor to avoid migrations within the same physical storage. Based on the
aggressiveness level, which can be configured under Advanced Options and determines
how small imbalances should be fixed, SDRS calculates the weighted sum of improvements
for each possible migration. It then assigns the goodness metric to each of these options.

Based on the metrics obtained from two processes described earlier, SDRS generates unified
recommendations for VM placement. In fully automated mode, these recommendations are
invoked by default every 8 hours. This value can be changed under Advanced Options by
adjusting the Check imbalances every parameter. In manual mode, they have to be reviewed
and applied by the administrator.

Limiting VM storage 1/0 consumption

Storage 1/0 Control (SIOC) allows administrators to control the storage I/0 consumption by
virtual machines.

On the datastore level, SIOC takes care of distributing |/0 resources between running VMs so
that a single VM cannot monopolize a datastore.

On the VM level, this feature allows limiting the amount of I/0 available to a particular virtual
machine.

vCenter is required only to enable the SIOC feature. Once enabled, SIOC does not need
vCenter to run.

By default, SIOC is disabled. First, it should be enabled for datastores. Unfortunately, it has
to be done for each datastore separately. When enabling SIOC, you will be able to configure
the latency threshold. SIOC does not engage until this threshold is reached. By default,

it is 30 milliseconds.

. SIOC will be enabled automatically for datastores that are
% members of datastore cluster. Please refer to the Balancing loads
s between datastores recipe in this chapter for more information
about SDRS and datastore clusters.
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SIOC enabled on datastores will make sure the storage |/0 capacity distribution is equal
between VMs.

The second step is to enable I/0 limits for certain virtual machines as required. This is
optional and should be used only when required.

How to do it...

SIOC configuration involves two tasks. The first one is enabling SIOC on datastores. The
second one is configuring the VM limit for storage 1/0s. This option requires SIOC to be
enabled on datastores.

Enabling SIOC on a datastore
To accomplish this in Web Client, perform the following steps:

1. Go to Datastores and select a datastore.
2. Goto Manage | Settings | General.
3. Click on the Edit... button beside Datastore Capabilities.

[ HetApp Vmware1 = Actions ~

4

Getting Started  Summary  Monitor | Manage ‘ Related Objects

|. Settings | Alarm Definitions | Tags | Permissions ‘ Files ‘ Scheduled Tasks.

“" Properties

m Mame MetApp-Vmware1

Device Backin
z » File System VMFS 5.54

Connectivity and

Multipathing Drive Type  Non-SSD

Capaciy
v Capacity 941.69 GB free out of 250 TB
Datastore Capabilities
Thin Provisioning Supported

» Storage /0 Control Disabled

» Hardware Acceleration Supported on all hosts
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4. Check the Enable Storage 1/0 Control option and click on OK.

5 NetApp-Vmware1 - Configure Storage /0 Control 2

enforce the predefined /0 share levels.

[+ Enable Storage 110 Control

Congestion Threshold:

) Manual

["] Exclude 110 statistics from SDRS

Storage /0 Control is used to contral the /0 usage of a virtual machine and to gradually

(=) Percentage of peak throughput | %

| Resetto defaults |

ms

[ ok || cancel |

In vSphere Client, perform the following steps:

P w DN

Switch to the Datastores and Datastore Clusters view.

Select a datastore.

Go to Configuration and click on Properties.
Check Enabled under the Storage 1/0 Control section and click on OK.

@ esxi-01:storagel Properties
Volume Properties
General Format
Datastore Name: esxi-01:storagel Rename... File System: VMFS 5.54
Total Capacity: 131.50 GB Increase... TR ellus
Block Size: 1MB
Storage 1/O Control
I” Enabled
Extent Device
A VMFS file system can span multiple hard disk partitions, or The extent selected on the left resides on the LUN or physical
extents, to create a single logical volume. disk described below.
Extent Capacity Device Capacity
Local ServeRA Disk (mpx.vmhba1:C0:T0:L0).. 131.74 GB Local ServeRA Disk {mpx.vmhba... 136.62 GB
Primary Partitions Capacity
1. Legacy MBR 4.00 MB
2. Legacy MBR 250.00 MB
3. Legacy MER 250.00 MB
4. YMware Diagnostic 110.00 MB
5. Legacy MBR 286.00 MB
6. Legacy MER 4,00 GB
7. VMF3 131.74GB
Refresh | Manage Paths... ‘
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Limiting 1/0s per VM
To set the 1/0 limit for a virtual machine, do the following:

1. Right-click on a VM and select Edit Settings.
2. Under Virtual Hardware, expand the hard disk, set IOPs limit, and click on OK.

41 ADFS1 - Edit Settings 2 ke
Virtual Hardware | VM Options | SDRS Rules | vApp Options
» [ CcPU ] N
» Ml Memory
~ (2 Hard disk 1 40 — | cB -
Maximum Size 981.69 GB
WM storage policy Mone i ]
Type Thin provision
Disk File [Metdpp-VYmware1] ADFSTADFS1.vmdk
Shares MNormal - | |1000
Limit - 10Ps Unlimited v

vSphere Client allows setting VM 1/0 limit by performing the following steps:

1. Right-click on a VM and select Edit Settings.

2. Then, in Virtual Machine Properties, go to the Resources tab and select Disk.
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3. Finally, set IOPs number for a virtual disk in the Limit - IOPs column.

@ ADFS1 - Virtual Machine Properties = B
Hardware ] Options  Resources ]Proﬁles ] wServices ] Virtual Machine Version: &
Settings Summary Resource Allocation

Select a virtual hard disk from the list below and dick the Shares
crU 0 MHz field to change its value,
Memory 0 MB
Disk MNormal Disk. Shates Shares Valug | Limit - I0Ps
Adwvanced CPU HT Sharing: Any Hard disk.. Normal 1000 m-

Limit specifies an upper bound for storage resources that can be
allocated to a virtual machine.

I0Ps are number of IjO operations per second.

Help

OK Cancel

The current I/0 consumption level can be checked in vCenter for each VM under the
Performance tab. Depending on the storage used, there may be tools from the storage vendor
available. There are also tools for vSphere performance analysis that can be purchased
separately. For example, such tools from VMware are called VMware Operations Manager.
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Limiting VM network 1/0 consumption

The Network I/0 Control (NIOC) feature allows administrators to prioritize different kinds of
network traffic—determine bandwidth, relative shares value, and QoS priority.

By default, NIOC divides the traffic into the following groups, which can be viewed under the
Resource Allocation tab of Distributed Switch:

» FT traffic

» iSCSI traffic

» vMotion traffic

» Management traffic

» vSphere Replication traffic

» NFS traffic

» Virtual machine traffic
Administrators can create their own traffic groups and assign virtual switch ports to them.

User-defined traffic groups have been introduced in vSphere 5 and are applicable only to
VM traffic.

How to do it...

NIOC is a feature of Distributed Switch, which is available only with the Enterprise Plus license.

Enabling NIOC
To enable NIOC in Web Client:

Go to Distributed Switch.

Go to Manage | Settings | Properties.

Click on Edit.

Select Enable from the Network 1/0 Control drop-down menu.

P 0N PR
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5. Click on OK.

=% VSANTest-DVSwitch - Edit Settings
Name: VANTes-DVSwich
Advanced Number of uplinks: E Edit uplink names
Mumber of ports: 32
MNetwark /O Control: Enabled | A

In vCenter Client, perform the following steps:

1. Switch to the Networking view.

2. Select distributed switch.
3. Go to the Resource Allocation tab and click on Properties.
4. Check Enable Network 1I/0 Control on this vSphere distributed switch and
click on OK.
@ Resource Allocation Properties H
Network 10 Control

¥ Enable Network IfO Control on this vSphere distributed switch

Help 0K I Cancel
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Creating network resource pool
In Web Client, user-defined network resource pools for NIOC can be created with the

following steps:
1. Under distributed switch, go to Manage | Resource Allocation.
2. Click on New.
3. Type the pool name and optionally its description.
4

Set values for shares, Limit, and the QoS tag and click on OK.

VSANTest-DVSwitch - New Network Resource Pool ?
MName: Limited-10Mbps pool
Crigin: User-defined network resource pools
Description:
Limit (Mops): |10 =
[] Unlimited
Physical adapter shares: Low -
QoS tag: 0 A
oK Cancel | |

The Limit parameter represents the total bandwidth available to a
network resource pool. One of the most common use cases for a limit
is the following situation. The administrator needs to allocate only a 2
Gbps bandwidth to a certain type of traffic, for example, vMotion traffic,
out of the 10 Gbps total bandwidth available on the network adapter.

X The Share option is of relative importance to this network pool
% compared to other pools. The idea is the same as with VM pool
s shares explained in the Prioritizing VMs with shares recipe in this
chapter. Share values can be set as follows: low—25, normal—50,
and high—100. With the custom option, an administrator can assign
a specific number of shares between 1 and 100.
The QoS tag allows prioritizing network traffic based on its importance.
For example, video streaming traffic should have higher priority than file
transfers.
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In vCenter Client, perform the following steps:

o 0N

Switch to the Networking view.
Select distributed switch.

Go to the Resource Allocation tab and click on New Network Resource Pool.

Type the pool name and optionally its description.

Set values for shares, Host Limit, and QoS priority tag, and click on OK.

@ Network Resource Pool Settings “

General

Name: Limited-10Mbps pool

Origin: User-defined

Description:
Resource Allocation

Physical adapter shares: |Low -

Host limit: '710 Mbps

I™ urlimited
QoS priority tag: ’i‘
Help Ok Cancel

The Limit parameter represents the total bandwidth available for the
network resource pool. One of the most common use cases for a limit is
the following situation. An administrator needs to allocate only 2 Gbps of
bandwidth to a certain type of traffic, for example, vMotion traffic, out of
a 10 Gbps total bandwidth available on the network adapter.

The Share option is of relative importance to this network pool
compared to the other pools. The idea is the same as with VM pool
shares explained, which is explained in the Prioritizing VMs with shares
recipe from this chapter. Share values can be set as follows: low—25,
normal—50, and high—100. With the custom option, an administrator
can assign a specific number of shares between 1 and 100.

The QoS tag allows prioritizing network traffic based on its importance.

For example, video streaming traffic should have higher priority than file
transfers.

Chapter 5
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Assigning port groups to network resource pools

Once the network resource pool has been created, the existing port groups defined for the
distributed switch can be added to this resource pool.

To accomplish this in Web Client, perform the following steps:

1. Right-click on distributed switch and select Manage Distributed Port Groups.

2. Onthe Select port group policies page, check Resource allocation, and check
on Next.

3. Choose port groups to edit and click on Next.

4. Select the user-defined resource pool from the drop-down menu and click
on Next.

& VSANTest-DV Switch - Manage Distributed Port Groups

Resource allocation

v 1 Select port group policies
Controls the network resource pool association.

v 2 Select port groups

3 Configure policies
Network resource pool; | (default) | v |
EY 5 JET— - ’
3a Resource allocation (default)

4 Ready to complete Limited-10Mbps pool

In vCenter Client:

1. Go to the Networking view.
2. Select distributed switch and go to the Resource Allocation tab.

3. Click on Manage Port Groups.
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4. Select the network resource pool from the list and click on OK.

@ Manage Port Groups = B
Assodate port groups with user-defined network resource pools:
Port group Metwork resource pool Modified
NewVMN etwork |Limihed-:lDMbps pool v| No |

2, vMotionNetwork None No
&, WSANNetwork Limited-lOMbps pool No

@ Select multiple port groups to assodate together with a single network resource poal. Assign mutiple...

Help O | Cancel |
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Editing the network resource pool
To edit the network resource pool in Web Client, select it from the list and click on Edit.

vy VSANTest-DVSwitch | Actions -

Summary  Monitor | Manage | Related Objects

|. Settings | Alarm Definitions | Tags | Permissions | Network Protocol Profiles | Ports | Resource Nlocation.

Physical network adapters: 7

Bandwidth capacity: 7.000 Gbit's
Metwork /0 Contral: Enabled
+ |/ X
Metwork Resgrrs Ponl imit fhdbnct Phisical Adapter Sha... Shares Value QoS Priority Tag
) d Edit the properties of the selected network
vitual £ Lo chirce pool. gh 100
User-defined network resource pools
Limited-10Mbps pool 10 Low 25

In vCenter Client, right-click on a network resource pool and select Edit Settings....

VSANTest-DVSwitch

Summary | Netw Ports  RELIGYA =% Configuration | Virtual Machines ' Hosts | Tasks &Events | Alarms ' Permissions

Total network bandwidth capacity: 6000 Mbps

Network 1jO Control: & Enabled
Metwork resource pool - Host limit - Mbps | Physical adapter shares Shares value Qo5 priority tag
Fault Tolerance (FT) Traffic Unlimited Mormal 50
iSCSI Traffic Unlimited Custom 20 -1
Management Traffic Unlimited Mormal 50
NFS Traffic Unlimited Normal 50
Virtual Machine Traffic Unlimited Custom 30 -1
Virtual SAN Traffic Unlimited High 100 -1
vMotion Traffic Unlimited Normal 50
vSphere Replication (VR) Traffic Unlimited Mormal 50
User-defined network resource pook
e Mew Metwork Resource Pool.., 2

| Edit Settings...
Network Resource Pool
= Remove
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Deleting a network resource pool

If a network resource pool is not in use, it can be deleted. All the distributed port groups
must be removed from the pool before this can be done. In Web Client, deletion can be
accomplished by selecting a pool and clicking on Remove.

In vCenter Client, right-click on the pool and select Remove.

In both cases, click on Yes to confirm deletion.







Basic Administrative
Tasks

In this chapter, we will cover the following recipes:

» Improving visibility with e-mail alerts

» Controlling the space used by snapshots

» Controlling datastore space utilization

» Automating VM placement with storage profiles
» Automating VM placement with VM affinity

» Automating VM placement with storage affinity
» Automating tasks with a scheduler

» Keeping hosts up to date

Introduction

This chapter covers administrative tasks that are not directly related to scalability, efficiency,
availability, or optimization. The following recipes will help administrators to increase

control and visibility in their environment by setting up rules for virtual machine placement,
automating basic tasks with a scheduler, keeping track of space utilization by VMs and
snapshots, and alerting about important events happening in the environment.
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Improving visibility with email alerts

vCenter has an ability to notify administrators about certain events that happen in the vSphere
environment. An administrator can choose from a few hundred events. These events, thresholds,
and actions are configurable through alarm definitions in vCenter. One of the possible actions is
an email notification.

Examples of alarm configuration for snapshot size and datastore space utilization are
described in Controlling the space used by snapshots and Controlling datastore space
utilization recipes further in this chapter.

Before vCenter can send emails, it requires mail server configuration, which is covered further
in this chapter.

How to do it...

To configure vCenter to send email notifications using Web Client, perform the following steps:

1. Select the vCenter Server under vCenter Servers.

2. Goto Manage | Settings | General.
3. Click on Edit and then on Mail.
4

Type the Mail server IP address or DNS name and Mail sender from the email address.

(] vco1 - Edit vCenter Server Settings

Statistics Mail
Enter the settings that vCenter Server uses to send email alers.
Runtime settings

User directory Mail server [192.168.10201

CHES Feotgmiare.com

SNMP receivers

Ports

Timeout settings
Logging settings
Database

SSL settings

Customer experience
improvement program

5. Click on OK to apply settings.
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In vCenter Client, perform the following steps:
1. Go to Administration | vCenter Server Settings.

2. Click on Mail.
3. Provide SMTP Server and Sender Account and click on OK.

@ vCenter Server Settings “

Select Mail Sender Settings
What settings should vCenter use for sending email alerts?

Licensing
Statistics
Runtime Settings SMTP Server: |1gz, 168.10.201
Active Directory

Mail

Mail Sender Account: |vc01@vmware.com|
SNMP

Ports

Timeout Settings

Logging Options
Database

Database Retention Policy
Advanced Settings

Testing email alerts
To confirm that vCenter email alerts work, the administrator can initiate an event that triggers a
notification. For the purpose of this recipe, we assume that no email alerts have been configured
yet. One of the options would be to create an alert that sends an email when a VM changes its
power state. We will create this alert on a VM level so it will be valid for this virtual machine only.
To do this:

1. Select a VM that can be powered off.

2. Switch to the Alarms tab and the Definitions view.

3. Right-click anywhere on an empty space and select New Alarm.

d-dfd2

Summary ' ResourceAllocation ' Performance ' Tasks & Events Console ' Permissions ' Maps ' Storage Views

View: Triggered Alarms| |Definitions

Defined In | Descripkion
Timed out starting 5... [ vc0l.. Defaultalarmtomonitortime-outs ...
Wirtual machinesnap... LAE
No compatible hostf.. wc01... Defaultalarmto monitorif no comp... New Alarm...
Virtual Machine Fault... vell.. DefaultAlarmto monitorchangesin.. Refresh

Virtual machine error vill.. Defaultalarmto monitorvirtual mac...

; ) View Column 4
Migration emor

vill.. Defaultalarmto monitor if a virtual... )
vcll.. Defaultalarmto monitor changesin.. Export List..
vcll.. Defaultalarmthat triggers whenthe..

vc0l.. Defaultalarm to alert when vSphere...

Virtual machine Fault...

WM storage complian..
vSphere HA virtual ...

eeeRReeRe
B 5B HEGE
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4. Give the new alarm a name and make sure that Virtual Machine is selected for the

Monitor value.
@ Alarm Settings n
General lTriggers ] Reporting ] Actions ]
Alarm name: |Test alarm|
Description:
Alarm Type
Mornitor: |\n'irb.|al Machine j

{+ Monitor for specific conditions or state, for example, CPU usage, power state

" Monitor for specific events occuring on this object, for example, VM powered On

¥ Enable this alarm

Switch to the Triggers tab and click on Add.
Select VM State in the Trigger Type field and set the alert condition to Powered off.

@ Alarm Settings “

General Triggers lReporﬁng ] Actions ]

Trigger Type Condition AT Warning /¥ Condition Length | €p Alert & Condition Length
VM State Is equal to Powered on |Powered off  [Rd|

7. Switch to the Actions tab and click on Add.
Send a notification email should appear by default in the Action field.
9. Inthe Configuration field, type the email address where notifications should be sent.
@ Alarm Settings “

General ] Triggers ] Reporting  Actions

Specify the actions to take when a type of alarm changes.
Select whether the action should be repeated.
Specify how often actions should be repeated.

Action Configuration =T | A= Q=1 | A=E

Send a notification email administrator @vmware . com| |

Once

10. Click on OK to save the alarm.

11. Shut down the VM and check whether the email has been received.
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If the email has not been received after several minutes, please refer to the There's more
section of this recipe for troubleshooting steps.

Configuring email alerts for important events

Now, since the mail server has been configured and the mail flow works, notification email
actions should be added to events that are important to know about.

Most of the useful alerts already exist in vCenter by default. Adding a notification email action
involves the following steps:

1. In Web Client, select the vCenter Server object.
2. Go to Manage | Alarm Definitions.

ved1 | Actions ~

Getting Started  Summary  Monitor | Manage | Related Objects

‘. Settings | Alarm Definitions | Tags | Permissions ‘ Sessions | Storage Providers | Scheduled TEISKS.

.'. b 4 Q - Host connection and power state [ Edit |
Hame Defined In . MName Host connection and power state

1
"¢y Hostconnection and power ... || This Object Defined in ) This Object

7 Timed out starting Secondar... () This Object
-~ - Default alarm to monitor host connection and
¢4 No compatible host for Seco (71 This Object Description power state

\ ) ;
3 Hostprocessor status (5 This Object e e Host

| ) :

ry Host memory status This Object
- 2 Enabled Yes
7ty Hosthardware fan status (7] This Object

» Triggers Expand for more details
%y Host hardware voltage ) This Object ez P
Actions No actions defined

Host hardware temperature ... _,J This Object

o d)

w

Go through the preconfigured alerts in the list.

Ea

For an event that you want to be notified about, select the alert in the list and
click on Edit.

5. Go to Actions, click on the plus sign to add an action.
Select Send a notification email in the Action field.

7. Type the email address in the Configuration field. You can add more than
one email address separated by a semicolon.

8. Set conditions as required and click on Finish.

_gv;‘a Host connection and power state - Edit ?) M
+ 1 General Specify the actions to take when the alarm state changes
+ 2 Triggers 4+ X
v o i A A0 | O-A A8
Send a notification email admini@vmware Eﬂm‘adm‘ﬂz@‘f”‘ Once
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The preceding steps should be done for each important event, which most likely includes,
but is not limited to:

v

Host connection and power state
» Host error

Virtual machine error

v

» Host connection failure
» Health status changed
Host CPU usage

v

v

Host memory usage
» Network connectivity lost

v

Health status monitoring

v

vSphere HA host status

v

vSphere HA failover in progress

v

Virtual machine CPU usage

v

Virtual machine memory usage

Alarm definitions can be modified only on the level where they were
+  created. Most of the default alarm definitions have been defined on the
% vCenter Server level, and that's why we go there in the first step. If there
are alarms defined on the lower level of object hierarchy, for example, for
certain hosts, they will not be listed on the vCenter Server level.

When vCenter is not able to send an email, the vpxd. 1og file located under C: \
ProgramData\VMware\VMware VirtualCenter\Logs contains a message similar
to the following:

[02536 error 'Default'] [VpxdMail] Failed to send the mail to SMTP
server <mail server> at port 25. Error=The transport failed to
connect to the server.

Please refer to the VMware KB article for information on how to
troubleshoot email alerts not being sent from vCenter Server at
t http://kb.vmware.com/kb/1004070.
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Controlling the space used by snapshots

VM snapshots and concerns related to space usage are described in the Managing space used
by snapshots recipe in Chapter 4, Improving Environment Efficiency. This recipe also has an
example of configuring an alarm that can help to identify virtual machines that have a snapshot.

While such an approach is suitable for a cleaning task, it's also helpful to be notified about
VMs with large snapshots before they take too much space and start causing performance
issues. This can be achieved by creating an alarm with a higher threshold for snapshot size

and attaching an email notification to it.

% An alarm definition for snapshot size does not exist by default in
i vCenter and has to be added manually.

How to do it...

vCenter has a trigger that monitors VM snapshot size, which can be used to create an alert
that will notify the user when the snapshot size reaches a specified threshold.

To accomplish this in vCenter Client:

1. Go to the Datacenter level, switch to the Alarms tab, and then to the Definitions view.

= £ pvent Datacenter

= [ [ostacener

@ Preview View: Triggered Alarms| |Definitions
@ Production
@ Staging

@ Templates

=
o
E)

e

Cannot connect to storage

Cannot find vSphere HA masteragent
Datastare capability alam

Datastare clusteris out of space
Datastareis in multiple datacenters
Datastare usage on disk

prereRe

Defined In

&7
&
&
&
&
&7

P
P
P
P
P

p-ve0LIG...
~eILIG.

Description
Default alarm tomonitor host conne...
Default alarm to alert when vCenter...

. Default alarm that triggers when the...
. Alarmthat monitors when a datasto...

. Datastore in a datastore clusteris vis..
. Default alarm to monitor datastore d..

[ Discoverad virtual mac Summary | Virtual Machines ' Hosts | IP Pools | Performance | Tasks & Events JEAELGEN Fermissions ' Maps ' Storage Views

The level an alarm is created at defines its coverage. The vCenter level
alarms cover virtual machines in all datacenters. The Datacenter level

% alarms cover all virtual machines in the particular datacenter, while
’ alarms created for a particular folder will trigger virtual machines placed

in this folder or in its child folders.

2. GotoFile | New | Alarm or press Ctrl + M.
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3. Inthe General tab of the Alarm Settings dialog, give this alarm a name and make
sure that Virtual Machines is selected for Monitor under the Alarm Type section.

@ Alarm Settings | < |
General |Triggers I Reporting I Actions |
Alarm name: |10 GB VM snapshot size|
Description:
Alarm Type
Monitor: IVirtuaI Machines ;I

¢ Monitor for specific conditions or state, for example, CPU usage, power state

" Monitor for specific events occuring on this object, for example, VM powered On

V¥ Enable this alarm

OK I Cancel | Help |

4. Inthe Triggers tab, click on Add, select the VM Snapshot Size (GB) trigger, and
configure thresholds.

@ Alarm Settings “

General Triggers |Reporﬁng I Actions I

Trigger Type | Condition | /%, Waming | /&, Condition Length | € Alert | © Condition Length|
VM Snapshot Size (GB) | Is above 10 20 |

& Trigger if any of the conditions are satisfied
" Trigger if all of the conditions are satisfied

Add | Remove |

OK I Cancel | Help |
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5. In the Actions tab, click on Add, select Send a notification email in the Action field,
add email addresses in the Configuration field, configure the required actions, and

click on OK.

@ Alarm Settings

General I Triggers I Reporting Actions

Specify the actions to take when a type of alarm changes.

Select whether the action should be repeated.

Specify how often actions should be repeated.

Action | Caonfiguration |®"& |&"0 |0".@ |&"® |

Once

Send a notification email admin@contoso.om

Add Remove

— Freguency
Repeat actions every:

I 5 3: minutes

Actions will repeat until the alarm type changes.

OK I Cancel | Help |

In the previous screenshot, vCenter is configured to send email notifications when the
snapshot size exceeds 20 GB.

In Web Client, perform the following steps:

1. Go to cluster, switch to the Manage tab, and click on Alarm Definitions.

vmware® vSphere Web Client # @&

< vCenter ~ X [J custer Actions ~

i custers Gefting Started  Summary  Monitor | Manage | Related Objects

i Clust >

[ setings | Alam Definitions | Tags | Parmissions | Scheduled Tasks
+ X (Q Filter ~)
Name Defined In | *
r3 Host connection state & pveoi
& Hostprocessor status (@ p-vco1
3 Hostmemory status @ peo
75‘3 Host hardware fan status & pvcoi
75‘3 Host hardware voltage (& pvcoi

2. Click on the plus sign to create a new alarm.
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3. Give the new alarm a name and set the Monitor value to Virtual Machines.

“ry New Alarm Definition

v m Alarmname: VM snapshot size 20 GB

2 Triggers

Description:
3 Actions

WMonitor: Virtual Machines | =

Monitor for: ) specific conditions or state, for example CPU usage

) specific event occurring on this object, for example VI Power On

4. Click on Next. Click on the plus sign to add a trigger and select VM Snapshot Size in
the drop-down menu.

¢y New Alarm Definition ?) b
" 1 General Triggerif | ANY - of the following conditions are satisfied:
" 2 Triggers 4 X
3 Actions Trigger Opesator /8 Waming Cendition € Critical Condition
WM Snapshot Size is above 10GB 20GB

5. Click on Next, select Send a neotification email in the Action field, add email addresses
in the Configuration field, configure the required actions, and click on Finish.

For email notifications to work properly, mail servers must be configured, which is covered in
the Improving visibility with email alerts recipe in this chapter.

M Once you receive the snapshot size alert, check whether this snapshot
Q is still needed. Confirm that there is enough free space on the
datastore if the snapshot cannot be deleted for some time.

It is important that along with snapshot size alerts, appropriate datastore free space alerts
are configured as well, which is covered in the Controlling datastore space utilization recipe
in this chapter.

Changing the VM snapshot file location

For cases when a snapshot file does not have to be stored along with virtual machine .vmdk
files, its default location for a particular VM can be changed. This can be done with the
following steps:

1. Turn off the virtual machine.
2. Right-click on the VM and select Remove from Inventory.
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3. Connect to the ESXi host via SSH to edit the . vmx configuration file in vi editor or
download the file from the datastore via vCenter Client to edit it locally.

4. Open VM's .vmx file in a text editor and add the following lines:

workingDir = "new_location"
snapshot .redoNotWithParent = "true"

. The value for the new location can be a local path on the ESXi server or
& any folder on a datastore connected to the server, for example, /vmfs/
S volumes/46£1225f-552b0069-e03b-00145e000000/vm-
snapshots.

5. Save the changes to the . vmx file, and upload it back if necessary.

Add the virtual machine to the inventory by right-clicking on VM's . vmx file in
vCenter's datastore browser and selecting Add to inventory.

7. Follow the wizard to choose a location for the VM.
Power the virtual machine on.

From now, all future snapshots of this VM will be created in the folder defined.

Controlling datastore space utilization

Two approaches can be taken to manage datastore space usage and make sure that there
is always enough free space for VMs to run: vCenter space usage alarms and the Storage
Distributed Resource Scheduler (SDRS) feature.

SDRS has been described in the Balancing storage utilization recipe in Chapter 5, Optimizing
Resource Usage. It is a more advanced approach, which allows completely automating VM
migrations. At the same time, this feature requires the Enterprise Plus license, which may
not be needed for all environments.

A more simple approach is vCenter alarms. vCenter has default alarm definitions related

to datastore space usage. Configured with email notifications, they allow administrators to
react proactively and move VMs around to avoid "out of free space" situation. Alarms only
notify administrators about conditions, so there is no option to automate any actions. At the
same time, this feature does not require any additional license.

By default, datastore free space alarms are defined only once on the vCenter Server level.
Such configurations may become inconvenient when an environment has datastores of a
significantly different size. As the trigger for this alarm is a percentage of the free space left
in a datastore, vCenter may generate false positives for larger datastores.

One of the possible solutions in this case is to group datastores that are close by their size
and assign separate alarm definitions to each group with different trigger thresholds.
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How to do it...

Datastores can be grouped into folders but the first step is to disable the predefined alarm on
the vCenter Server level.

Disabling default alarm
To disable the vCenter predefined alarm for datastore space utilization:

1. Select the vCenter Server object.

2. Go to Manage | Alarm Definitions.

3. Select the Datastore usage on disk alarm in the list and click on Edit.
4

Uncheck Enable this alarm and click on Finish.

3:'3 Datastore usage on disk - Edit

v CCEE =i rame:

' 2 Triggers

Description
/3 Actions

& You cannot edit the alarm name and description of a system alarm

Monitor: |W|v|

Monitar for (=) specific conditions or state, for example CPU usage
() specific event occurring on this object, for example VM Power On

/Ay Changing these options will clear current Triggers and Actions lists.

["] Enable this alarm

Creating folders for datastores

The next step is to identify requirements for free space alerts as well as the existing
datastores and their size. For example, if the environment consists of 1 TB and 500 GB
datastores, at least two groups will be required.

If the administrator needs to be alerted when there is 100 GB of free space left, a trigger for
the group of 1 TB datastores should be set to 10 percent. A trigger for the group of 500 GB
datastore should be configured as 20 percent.

To group datastores into folders, perform the following steps:

1. Switch to the Storage view.

2. Right-click on the Datacenter object and go to All vCenter Actions | New Storage
Folder....
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v [;aLAB

« [ [ Actions - LAB
Add Host...

» £ %3 New Cluster...

» C &5 New Datastore Cluster...

» C &= Mew Distributed Switch...

¥ B 51 New Virtual Machine...

E 3 Deploy OvF Tempiate..
&2 Migrate VM to Another Metwark...
Edit Default VM Compatibility...

Move To...

Rename...
& Assion Tag..
5 Remove Tag

Alarms

AllvCenter Actions

| | Settings | Alarm Definitions | Tags | Permission

.

lst connection and power state
med out starting Secondary Vi
» compatible host for Secondary Vi

N LY

|G AddHost..
| #3 New Datastore...
%7 New Cluster...
| B3 New Datastore Cluster...
| ¥ Mew Virtual Machine...
| ¥ Deploy OVF Template...
| &= New Distributed Switch...
* |y Import Distributed Switch...

» | 7 Mew Host and Cluster Folder...

| 7 Mew Metwork Folder...
i Mew Storage Folder. ..

3. Give this folder a name and click on OK.

] New Folder... (2) 1
Enter a name for the folder:
|Free_space_5_percem |

[ 0K ] [ Cancel ]

4. Create a separate folder for each datastore group.

5. Drag and drop datastores to the appropriate group. An example of what the end

result should look like is shown in the following screenshot:

- [lg LAB

w [ |Space_usage_11_precent
E Promise_spin_2_1

w[]Space_usage_4_precent
E NetApp-Ymware3

w[]Space_usage_5&_precent
E Promise_spin_0_0
EPromise_spin_0_1
E Promise_spin_2_0

w [ |Space_usage_8_precent
EPromise_SSD_0_0
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Creating alarm definitions for each folder
The last step is to create alarm definitions for each folder:

1. Select a folder in the list.
Go to Manage | Alarm definitions.

2
3. Click on the plus sign to create a new alarm definition.
4

Provide Alarm name, select Datastore for the Monitor field, and click on Next.

+ Datastore_usage_11_percent - Edit

T
\/m Alarmname:  |Datastore_usage_11_percent
vz Tn'gger:; Description:
" 3 Acfions
Monitor: VW‘J
Monitor for: (=) specific conditions or state, for example CPU usage
() specific event occurring on this object, for example VM Power On
& Changing these options will clear current Triggers and Actions lists.
[+] Enable this alarm
5. Click on the plus sign to add a trigger, select Datastore Disk Usage, and set the
required Warning Condition and Critical Condition values. Click on Next.
'ty Datastore_usage_11_percent - Edit 2 W
" 1 General Triggerit | ANY | » | ofthe following conditions are satisfisd:
v I + X
+ 3 Actions Trigger Operator & ‘Warning Condition 0 Critica| Condition
Datastore Disk Usage is above 88 % B9%
6. Click on plus sign to add an action, select Send a notification email, provide email
address, select conditions and click on Finish.
'ty Datastore_usage_11_percent - Edit "

+ 1 General Specify the actions to take when the alarm state changes
v 2 Triggers + X
Send a notification email Alerts@vmware.com |Dnce

A=

Once

O =i

Once

A=@

Once

7. Repeat the preceding steps for each folder.
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Automating VM placement with storage

profiles

vSphere 5 introduced the so-called Profile Driven Storage. This approach allows reducing
the administration time required for VM deployment. Instead of manually selecting the
correct datastore for new VMs and reviewing periodically if VMs are still placed correctly,
Profile Driven Storage automates this.

With the profile driven approach, datastores are labelled according to their characteristics
and capabilities. These labels are called datastore policies. Policies can be based on
storage-defined capabilities, which are available when storage supports vSphere APIs for
Storage Awareness (VASA). These are vendor-defined characteristics, which may differ
depending on the storage used.

Storage policies can also be based on user-defined capabilities, which is accomplished
with tags. Tags are custom labels that can be assigned to many different objects in
vSphere, including datastores and datastore clusters. More details about tags can be
found in the Categorizing objects in the environment recipe in Chapter 7, Improving
Environment Manageability.

VMs are assigned datastore policies either during VM deployment or after. If a policy

is assigned during VM creation, vCenter will ensure that the VM is placed on a compliant
datastore. Later, the administrator can check whether a VM is still compliant to the
assigned policies and reapply them if necessary.

The concept of defining storage capabilities and assigning them as compliance requirements
to VMs has not changed since vSphere 5 has been introduced and vCenter Client was the
primary management tool. Storage policies were called storage profiles, and instead of

tags, administrators had to define custom defied capabilities. However, not only names

have changed.

Storage policies and capabilities are not interchangeable between vCenter Client and new
Web Client. Storage profiles created in vCenter Client are not available in Web Client.

Getting ready

The Enterprise Plus license is required for this feature to be available.

How to do it...

Storage profiles are disabled by default so the first step is to enable this feature.

With changes to storage profiles introduced in vSphere 5.5, Web Client became a primary
means of managing storage capabilities and profiles, so we will use only Web Client in all
further configuration examples in this recipe.
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Enable storage profiles and tag datastores
To enable storage profiles in Web Client, perform the following steps:

1. Goto Home | Rules and Profiles | VM Storage Policies.

2. Click on the Enable VM storage policies per compute resource button.

4 Rules and Profiles 0 X EF VM Storage Policies
% VM Storage Policies | Objects |
B &
Mame bl lr—.,ﬂ:.‘:.. VG
Enable VM storage policies per compute T
resource. This listis empty.

3. Select vCenter Server.

4. Select a host or cluster and click on Enable.

Enable VM Storage Policies

vCenter Server: | vc01 |v|

Enable or disable VM storage policies for a host or a cluster. To enable the feature for a host, its license must include VM storage
policies. To enable the feature for a cluster, all the hosts in the cluster must have a license that includes WM storage policies.

Disable e.ﬁj'

MName

Q, Filter
WM Storage Policy Status Motes
@ LAB-Cluster LAB All hosts licensed Unknown

Datacenter Licensing Status

Creating storage policy

Once datastores and clusters have been tagged as required, the storage policy can be
created. To accomplish this, follow the ensuing steps:

1. In Web Client, go to Home | Rules and Profiles | VM Storage Policies.
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2. Click on the Create a new VM storage policy icon.

<4 Rules and Profiles | » %9 X | (5 VM Storage Policies

75 VM Storage Policies o Objects |

B o

Ma .
™ Create a new VM storage policy sk

3. Select vCenter Server.
Type the storage profile name and click on Next.

5. Click on the Add tag-Based rule button and select the tag category from the
drop-down menu Categories.

6. Choose tags and click on OK.

Add Tag-Based Rule

The rule will be satisfied by any ofthe selected tags below:

Categories: | Storage Profile tag |~

Tag Desaiption

¥  ssD

7. Click on Next and confirm that the correct datastores and clusters are listed under
Matching resources.

Ef Create New VM Storage Policy

Matching resources

»"' 1 Name and description
Az defined, this WM storage policy matches the following storage:

" 2 Rule-Sets

' 23 Rule-Set1 e

M5 uaiching rosourcos— JRRNN - o
+' 4 Ready to complete = Promise_SSD_0_0 LAB VYMFS 5

8. Click on Finish to create the policy.

All datastores that have selected capabilities will be compliant with this profile.
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Assigning storage policy to a VM

Storage policies can be assigned to VMs either during VM deployment or any time after.

To assign a storage policy to a VM, during creation on the 2c¢ Select storage step of the

New Virtual Machine wizard, select the policy from the VM Storage Policy drop-down menu
instead of an individual datastore.

5 New Virtual Machine

123

1 Select creation type
v 1a Select a creation type
2 Edit settings

VM Storage Palicy | None

The following data;
virtual machine con §5D

|-

i ]

urce that you selected. Select the destination datastore for the

T Solme TEmE e TE KD Name Capacity Frovisioned Free Type Storage DR{*
+  2b Selecta compute resource @ Metapp_cluster 7.50TB 6.18TB 132TB Enabled ™
Promise_spin_0_0 200TB 189TB 923.07 GB VMFS
% Z2c Select storage 8 —Spin_0_
B Promise_spin_0_1 200TB 2058TB 71774 GB VMFS m
2d Select compatibility
« = >
28 Selecta guest 08
e Selecta guest 05 [] Disable Storage DRS for this virlual machine
ZT LB TR Mame Capacity Frovisioned Free Type Thin Frovision
3 Ready to complete H Netipp-Vmware2 250TH 228TB 552.77 GB VMFS Supported
B NetApp-vmware3 25078 253TB 268.25 GB VMFS Supported
B NetApp-vmware1 25078 270TB 529.02 GB VMFS Supported

vCenter will place this VM in one of the compliant datastores.

To link an existing VM to a storage policy, perform the following steps:

1. Select a virtual machine and go to Manage | VM Storage Policies.

2. Click on the Manage VM Storage Policies button and select a policy from the

Home VM storage policy drop-down menu.

(41 admin2: Manage VM Storage Policies

The Home VM storage policy applies to the virtual machine configuration files.

Home VM storage palicy: | 55D

| = |[ Appiyto disks |

WM storage policies for virtual disks:

Disk Name

Hard disk 1

Optionally, select avirtual disk and apply a separate VM storage policy to it.

VM Storage Policy

Mone

oK || cancel |
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3. Click on Apply to disks to apply the selected policy to all virtual disks or select a
different policy for each disk under VM storage policies for virtual disks

4. Click on OK.
Once the storage policy has been assigned, vCenter will report a compliance status for each

virtual disk. Click on the Check the compliance of all VM storage policies of the selected
virtual machine button to rescan for compliance.

1 admin2 = Actions -

U
I(

Getting Started  Summary  Monitor | Manage | Related Objects

Settings | Alarm Definitions | Tags | Permissions | VM Storage Policies | Scheduled Tasks | vSenvices

VM Storage Policy assignments Manage VM Storage Policies
¢ % a -
tame Checks the compliance of all VM storage ey Compliance Status
] ¥Mho policies of the selected virtual machine £ Not Compliant
&5 Hard disk 1 EE'* 58D & Mot Compliant

Automating VM placement with VM affinity

The Affinity rules feature is a part of Distributed Resource Scheduler (DRS) described in
the Balancing loads between hosts recipe in Chapter 5, Optimizing Resource Usage. This
feature allows administrators to control the VM placement on cluster hosts. DRS provides its
balancing recommendations or migrates VMs automatically if configured, taking into account
all the configured affinity rules.

Two types of affinity rules can be created:

» VM-to-Host, which controls whether particular groups of VMs can be placed on
certain hosts.
» VM-to-VM, which define whether VMs can be kept together on the same host.
One of the more common use cases for affinity rules is performance considerations when
certain resource-intensive VMs should be run only on hosts with enough resources. Another

scenario is related to license restrictions. For example, MS SQL virtual machines licensed for
two processors should be placed on hosts with no more than two CPUs.

When a cluster is in violation of an affinity rule, an administrator will be alerted.

How to do it...

Both VM-to-Host and VM-to-VM affinity rules can be configured under DRS rules.
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Creating VM-to-Host rules

Before VM-to-Host affinity rules can be set up, VM and host groups must be created first
under DRS Group Manager:

1. Select a cluster and go to Manage | Settings | DRS Groups.

Gefting Started  Summary  Monitor \ Manage \ Related Objects

‘. Settings | Alarm Definitions | Tags | Permissions ‘ Scheduled Tasks |

“" DRS Groups
~ Senvices [ ada. || Edt. || Detete |
vSphere DRS
Name Type
EEPIERSE & Critical_VMs VM DRS Group
~ Configuration ﬁ]] Primary_hosts Host DRS Group

General

VMware EVC

DRS Groups

DRS Rules

2. Click on the Add button to create a group.
3. Type the group name and choose type between VM DRS Group or Host DRS Group.

% Cluster - Create DRS Group (7 »

MNarme; |Critica|_\st |

Type: | VI DRS Group | |
VM DRS Group

| Add |HostDRS Group

Members

4. Click on add to add hosts or VMs depending on the type chosen.
5. Select hosts or VMs and click on OK to create the rule.

Once the required host and VM groups exist:

1. Go to DRS Rules click on the Add button.
2. Type the rule name and select Virtual Machines to Hosts for Type.
3. Select the VM and Host group and choose the required rule option:
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[ Cluster - Create DRS Rule 31 »

Mame: |Ru|e1 |

[+/] Enable rule.
Type: | Virtual Machines to Hosts | - |
Description:

Wirtual machines that are members of the Cluster DRS VM Group Critical_VYMs must
run on host group Primary_hosts.

WM Group:
| Criical_VMs K3
| Must run on hosts in group | - |

Must run on hosts in group

Should run on hosts in group

Must Mot run on hosts in group

Should Mot run on hosts in group

oK || cancel

The options Should run on hosts in a group and Should Not run on hosts
in a group mean that the rule will be maintained when possible, while the
options Must run on hosts in a group and Must Not run on hosts in a
group are required rules. Rules that start with "Must" should be used with
, caution, especially when more than one rule is being created. Any action
% that violates "Must" or "Must not" rules will not be performed by vCenter.
= They include VM migrations, HA failover, and DPM actions.

The older rule always wins in case of a conflict.

If a VM is a part of two or more VM groups assigned to two or more host
groups, these VMs will be able to run only on hosts that are members of
both groups.

In vCenter Client, perform the following steps:

1. Switch to the Hosts and Clusters view.
2. Right-click on a cluster and go to Edit Settings.
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3. Create VM and Host groups under DRS Groups Manager.

Cluster Features Drs Group membership will apply to hosts and virtual machines only while they remain in the
vSphere HA duster, and will be lost if the virtual machine or host is moved out of the duster. Each host or
Virtusl Machine Options virtual machine can be in more than one DRS group.
VM Monitoring .
Datastore Heartbeating ’7\¢1rh.|al Machines DRS Groups
vSphere DRS Name or Entities contains: ~ Clear
Rules Mame |
Virtual Machine Options E Critical_VMs
Power Management
Host Options
VMware EVC

Swapfile Location

Add...

Name or Entities contains: ~ Clear

Name |
B8 Primary_hosts

—Host DRS Groups

Add...

4. Go to Rules and click on the Add button.
5. Type the rule name and select Virtual Machines to Hosts under Type.

6. Choose the VM and host groups, as well as the rule option, and click on OK.

Rule E

Rule | DRS Groups Manager I

Give the new rule a name and choose its type from the menu below.
Then, select the entities to which this rule will apply.

Name
’]Ru\e 1 ‘

Type
’]Wrma\ Machines to Hosts ;I

—DRS Groups

Cluster ¥m Group:
ICriﬁGI_VMs LI

IMust run on hests in group LI

Cluster Host Group:
IPrimathusis ;I

@ Virtual machines that are members of the Cluster DRS YM Group
Critical_¥Ms Must run on hosts in group Primary_hosts.

Cancel
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The options Should run on hosts in a group and Should Not run on hosts
in a group mean that the rule will be maintained when possible, while
the option Must run on hosts in a group and Must Not run on hosts in a
group are required rules. Rules that start with "Must" should be used with
. caution, especially when more than one rule is being created. Any actions

that violate "Must" or "Must not" rules will not be performed by vCenter.
~ They include VM migrations, HA failover, and DPM actions.

The older rule always wins in case of a conflict.

If a VM is a part of two or more VM groups assigned to two or more host

groups, these VMs will be able to run only on hosts that are members of
both groups.

Creating VM-to-VM rules

This type of affinity rules can be created for any existing virtual machines; VM groups are not
required. To create such rules in Web Client, perform the following:

1. Select a cluster, go to Manage | Settings | DRS Rules, and click on the Add button.

2. Select one of the two options—Keep Virtual Machines Together or Separate
Virtual Machines:

[ Cluster - Create DRS Rule

Mame: |

[/ Enable rule.

Type: Keep Virtual Machines Together
Descriptid Keep Virtual Machines Together
Separate Virtual Machines

The listed
Virtual Machines to Hosts

Add.. Remaove

Members

3. Click on Add, select the virtual machines, and click on OK twice to create a rule.

% Only one rule can be enabled in case of a conflict. The older rule always
s takes precedence; the other rules will be disabled automatically.




Basic Administrative Tasks

In vCenter Client, execute the following steps:

1. Switch to the Hosts and Clusters view.

2. Right-click on a cluster and go to Edit Settings.
3. Go to Rules and click on the Add button.
4

Type the rule name and select Keep Virtual Machines Together or Separate Virtual
Machines under Type.

5. Click on Add, choose VMs from the list, and click on OK twice to create a rule:

Rule “

Rule ] DRS Groups Manager ]

Give the new rule a name and choose its type from the menu below.
Then, select the entities to which this rule will apply.

MName
|Ru|e 2

Type
|Keep Virtual Machines Together j

Virtual Machines

OHM
p-admin

Add... |

oK | Cancel |

Only one rule can be enabled in case of a conflict. The older rule always
e takes precedence; the other rules will be disabled automatically.
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Automating VM placement with storage

affinity

Similar to the DRS affinity rules discussed in Automating VM placement with VM affinity recipe
in this chapter, Storage DRS affinity rules allow administrators to specify whether certain VMs
or virtual drives can be kept in the same datastore.

Before this feature was introduced, nothing except the administrator's manual effort was
preventing redundant servers running off from the same datastore. Such redundancy is
useless; if this datastore fails, both servers become unavailable.

Two types of SDRS rules are available:

» Intra-VM, which specifies whether virtual drives that belong to the same VM should
be kept together or separately. By default, virtual disks are kept together. This default
behavior can be changed.

» VM-to-VM, which define whether certain virtual machines should be placed in
different datastores. The Affinity option is not available for this type of rule so it
can only separate VMs.

One of the potential use cases for Intra-VM rule is when two disks within a VM are mirrored
and keeping them on different datastores adds redundancy.

Getting ready

The Enterprise Plus license is required for this feature to be available. Also, at least one
datastore cluster must exist in the environment.

How to do it...

SDRS affinity rules can be created in Web Client or in vCenter Client.
Creating the Intra-VM rule
To create the Intra-VM rule in Web Client, execute the following steps:

1. Select a datastore cluster and go to Manage | Settings | Configuration | Rules.
2. Click on Add.
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3. Type the rule name and select VMDK anti-affinity from the Type drop-down menu.

tapp_cluster - Add Storage DRS Rule

[/] Enable rule

MName: |Ru|e1 |

Type: [ vMDK anti-affinity B3

Selected virtual disks should be placed on different datastores.

Wirtual machine: | | [ Browse... ]

4. Click on Browse, select a VM from the list, and click on OK.

5. Choose two or more virtual drives and click on OK to create the rule.

g Netapp_cluster - Add Storage DRS Rule () "

[V] Enable rule
Name: |Ru|e1 |
Type: [ VMDK anti-affinity -]

Selected virtual disks should be placed on different datastores.

Virtual machine: |I—binar1.r4

| [ Browse... ]
(@ Fitter -]
Virtual Disk
™ Hard disk 1
M Hard disk 2
H 2 items D -
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In vCenter Client, follow the ensuing steps:

1. Switch to the Datastores and Datastore Clusters view.

Go to Rules and click on Add.

WD

Right-click on the datastore cluster and select Edit Settings.

@

Rule

MName

Give the new rule a name and choose its type from the menu below,
Then, select the virtual machines fvirtual disks to which this rule apply.

|RL|IE 1

Type

|VMDK anti-affinity

Virtual Disks

Virtual Disks

Add... ‘

| Cancel ‘

5. Click on Add.
6. Click on on Select Virtual Machine.

Chapter 6

Type the rule name and choose VMDK anti-affinity from the Type drop-down menu.
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7. Choose a VM, select two or more virtual drives, and click on OK.

@ Virtual Disks = B

Select Virual Machine:
|I-binary'|

Select Virtual Machine... ‘

Select Virual Disks:

v | wirtual Disk
v | (1) Hard disk 1/l-binary1
W &1 Hard disk 2/-binary!

8. Click on OK to save the rule.

Creating a VM-to-VM rule
To create a VM-to-VM rule in Web Client, perform the following steps:

1. Select a datastore cluster and go to Manage | Settings | Configuration | Rules.
2. Click on Add.

3. Type the rule name and select VM anti-affinity from the Type drop-down menu.

§3 Netapp_cluster - Add Storage DRS Rule 2 »
[/] Enable rule

Mame: |Ru|e 1 |
Type: [ VM anti-affinity |~ |

All virual disks ofthe listed virtual machines should be placed on
different datastores.

o Add .

Virtual Machine

4. Click on Add.
5. Choose two or more virtual machines and click on OK twice to create the rule.

If you use vCenter Client, perform the following steps:

1. Switch to the Datastores and Datastore Clusters view.
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Right-click on the datastore cluster and select Edit Settings.
Go to Rules and click on Add.

Type the rule name and choose VM anti-affinity from the Type drop-down menu.
Click on Add.

Select two or more virtual machines and click on OK twice to save the rule.

@ Rule H

Give the new rule a name and choose its type from the menu below.
Then, select the virtual machines fvirtual disks to which this rule apply.

o o &~ wDd

MName
|Rule 1

Type
| VM anti-affinity |

Virtual Machines

Wirtual Machines
1 admin3

5 de-01

) I-binary1

Add... Remove |

0K | Cancel |

Changing default affinity rule
If you use Web Client, perform the following steps:

1. Select a datastore cluster and go to Manage | Settings | Configuration |
VM Overrides.

Click on Add.
Select the VMs with a plus button.
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4.

5.

Select No from the Keep VMDKs together drop-down menu.

§% Netapp_cluster - Add VM overrides 2 »
+
& dev-web2 Storage DRS AUCMENON b efautt (Manual) [~ ]
(1 dev-1CE1

Keep VMDKs Together: | No | - |

+ Relevant Datastore Cluster Settings

+ vSphere Storage DRS Manual

[ ok || cancel |

Click on OK.

In vCenter Client, perform the following steps:

1. Switch to the Datastores and Datastore Clusters view.
2. Right-click on the datastore cluster and click on Edit settings.
3. Go to Virtual machine settings.
4. Uncheck Keep VMDKs together.
5. Override this setting for individual machines if necessary by checking the box next to
a VM.
@ Edit Netapp_cluster “

General

SDRS Automation Automation Level orVirtual Machine contains: = |dc Clear

SDRS Runtime Rules e i . | h

SDRS Scheduling Yirbual Machine Autornation Lewvel Keep VMDKs together

Rules G lab-dal Default (Manual) O

Virtual Machine Settings G de01 Default (Manual)
F lab-daz Default (Manual) O
f l-da Default (Manual) O

When one of the existing affinity rules applies to a VM:

>
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When a VM violates the rule SDRS provides migration recommendations or migrates
the VM automatically if it's configured to do so.

If SDRS is not able to make a recommendation or migrate the VM, it reports a rule
violation as a fault.

SDRS follows the rule even if VM migration is mandatory, for example, if migration
is required to put a datastore into maintenance mode.
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Automating tasks with a scheduler

vCenter has a task scheduler that allows scheduling certain tasks to run in future, either once
or multiple times. A task is an event or activity that takes some time to complete. Examples of
such events are powering on or off, shutting down, cloning, deploying, or migrating a virtual
machine; adding a host; changing the resource pool or VM settings, and so on.

Unfortunately, a vCenter scheduler does not have the ability to schedule tasks for multiple
objects. If a few virtual machines have to be turned off, a separate task has to be created
for each VM.

Once a scheduled task runs, it stays in the list and can be scheduled to run again by
modifying its properties.

Getting ready

If vCenter Client is used, it has to be connected to the vCenter Server before a task can
be scheduled.

The user creating a task has to be granted the Scheduled Task.Create Tasks privilege.

How to do it...

To schedule a task in Web Client, execute the following steps:

1. Select an object the new task will be performed on.
2. Go to Manage | Scheduled Tasks.
3. Click on Schedule a New Task and select an action from the list.

Il
|<

Gf ADFS1 | Actions =

Getting Stated  Summary  Monitor | Manage | Related Objects

|. Settings | Alarm Definitions | Tags | Permissions | VM Storage Policies | Scheduled Tasks | vSer\dices.

To create a scheduled task, select an action from the Schedule Mew Task drop-down menu from below. You can also navigate to an object in the
Inventory Lists, click the Actions menu, and press Ctrl. The clock icon that appears when you press CTRL indicates the actions that you can schedule on
the object, such as Create Snapshot, or Add Host Select an action and configure the scheduling options

[i3 Schedule a New Task -

dule Last Run Last Run Result Next Run

™ Shut Down Guest 0S8 Thig listis empty.

%y Restart Guest 0S

B PowerOff

[l Suspend

i) Reset

(5 Migrate...

| 8% Clone to Virtual Machine 0 items =
Edit Resource Settings...

it% Take Snapshot...
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4.
5.
6.

Confirm the action.
Go to Scheduling options and click on Change.
Set a schedule and click on OK twice to create a task.

In vCenter Client, perform the following steps:

1.

2
3.
4

228

Go to Home | Scheduled Tasks.
Click on New.
Choose a task and click on OK.

Depending on the task chosen, the wizard will guide you through the process of
creating a scheduled task. If Change a Virtual Machine's Power State has been
chosen, the first step will be to select a VM.

@ Change a Virtual Machine's Power State = B

Select Virtual Machine
Select a virtual machine on which to perform a power operation.

Select \rlrl.:uszMa = ]_Il LAB .
Select a Power Oper @ Dev
:ellec':t| I—Ibfrt . @ Discovered virtual machine
chedule Task @ LAB.LOCAL
Notification @ Lab
Ready to Complete = W Office
E; ADF51
B admini
Click on Next.

In this step, select Power Operation and click on Next.

@ Change a Virtual Machine's Power State = =

Select a Power Operation
Select the type of power operation you would like to perform on a virtual machine.

Select Virtual Machir

Power Operation
Select a Power 0

Select Host " Power on
S;chfatIuIPT Task @ power off
Motification

Ready to Complete " shut down
" suspend
~

Reset

Name the task and choose when to run it. A task can be scheduled once—immediately
or any time later. There are also options to schedule tasks to run regularly—hourly, daily,
weekly, or monthly.
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@ Change a Virtual Machine's Power State = B

Schedule Task
Select the time and frequency of the task.

[ select virtual Machic Select Virtual Machic  Tagk name: |Shut down a VM tasks
Select a Power Cpel
5C|.IE{‘|IJ.|E Task Task description: |
Motification
Ready to Complete S |Once ﬂ
Start Time
" MNow
(% Later
Time: W
Date: [2017-02-08 |

8. Click on Next.

9. In this step, you have an option to get notified by e-mail when the task has been
completed.

@ Change a Virtual Machine's Power State = =

Motification
Request email notification when the task is complete

Select Virtual Machir
Select a Power Opel
Schedule Task
Notification Email addresses:

Ready to Complete Separate multiple email addresses with & semicolon ;

[ Send email to the following addresses when the task is complete

»  The mail server has to be configured before emails can be sent. Please
refer to the Improving visibility with email alerts recipe in this chapter for
g more details.

10. Click on Next. Review the summary and click on Finish to create the task.

Scheduled tasks can be viewed, modified, or deleted in the same place where they are
scheduled. In Web Client, go to Manage | Scheduled Tasks for a particular object and in
vCenter Client, go to Home | Task Scheduler.
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There's more...

The following should be considered when using scheduled tasks:

» Do not schedule more than one task for the same object at the same time.

» The user who is scheduling a task has to have permissions to perform the task
on the relevant objects.

» Ascheduled task will run and fail if the user who created it does not have the
required permissions.

» When two tasks conflict, the one scheduled to run first wins.
» Atask will not be run if the object is in a state that prevents this task from executing.
» When an object is deleted from vCenter, all the associated tasks are removed.

» vSphere Client users see task schedule in their local time, while vCenter uses UTC
to determine the start time for the task.

Keeping hosts up to date

vSphere Update Manager allows administrators to manage updates for ESXi hosts. This is a
solution for centralized patch management for the whole vSphere environment.

Depending on the client you connect to vCenter with, you will either use the Update Manager
Web Client plugin or the Update Manager plugin for vCenter Client.

The Update Manager Web Client plugin requires the Update Manager server to be installed
on the vCenter Server. The Update Manager plugin for vCenter Client requires the Update
Manager plugin to be installed on each vCenter Client.

High-level workflow of using Update Manager is as follows:

» Create a baseline, which includes patches, hotfixes, and third-party updates if required.
» Apply the baseline to one or more hosts and scan them against it.
» Update hosts with missing patches and updates from the baseline—remediation.

Update Manager in Web Client does not allow remediating objects.

Getting ready

The prerequisites for Update Manager server are as follows:

» vSphere 5.1 Update 1 or higher.

» Oracle or MS SQL database. For small environments with up to five hosts and 50
virtual machines bundled, the SQL Server 2008 R2 Express database can be used.
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» Microsoft Windows Installer Version 4.5 is required if the bundled SQL Server 2008
R2 Express database is used.

» A 32-bit DSN and 32-bit ODBC connection to a database unless a bundled database
is used.
The prerequisites for the Update Manager plugin are as follows:

» .NET Framework 3.5 or higher

» Administrative privileges on the machine with vCenter Client

How to do it...

Update Manager is an additional component of the vCenter Server. Both the server part
and client part, in the case of vCenter Client being used, have to be installed and enabled first.

Once the installation has been completed, the next steps include the following:

» Creating a baseline and baseline groups
» Attaching baselines or groups to hosts

» Scanning hosts and remediate missing objects to install updates

Installing the Update Manager server

To use Update Manager with Web Client, install the Update Manager server on the vCenter
Server. It is a separate component that can be downloaded from http://vmware.com. Once
it's installed, the Update Manager option will appear under the Monitor tab for each host.

Summary | Monitor | Manage Related Objects

|. |ssues ‘ Tasks | Events ‘ System Logs | Service Health | Log Browser | Update I'danager'

Unfortunately, Update Manager only became available in Web Client starting from
vSphere 5.1 Update 1.

The Update Manager server can be installed on the same server as vCenter or on a different
one. For detailed steps on the Update Manager server installation process, please refer to
the vSphere 5 online documentation at https://pubs.vmware.com/vsphere-50/
topic/com.vmware.vsphere.install.doc 50/GUID-7DB71999-5B42-4D5F-9202-
74823BD2BFC6 .html.
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Installing the Update Manager plugin
If you use the vCenter Client, the Update Manager plugin has to be activated first. To do this,
perform the following steps:

1. InvCenter Client, go to Plug-ins | Manage plug-ins.

2. Click on the Download and Install... link beside VMware vSphere Update
Manager extension.

@ Plug-in Manager
Flug-in Mame Wendor Wersion | Status Description
Installed Plug-ins
& VMware vCenter Storage Monitoring Service VMware Inc. 5.5 Enabled Storage Monitoring and
Reporting
& vCenter Service Status VMware, Inc. 5.5 Enabled Displays the health status of
vCenter services
& vCenter Hardware Status VMware, Inc. 5.5 Enabled Displays the hardware status of

hosts {CIM monitoring)
Available Plug-ins

& VMware vSphere Update Manager Bxtension VMware, Inc. 5.1.0... Download and Install.. VMware vSphere Update
Manager extension

& VDP VMware 5.1.11.. MNocdientside downloadisn.. VDP-vSphereDataProtection

& VDP 5.5 VMware 5.5.7.5 MNocdientside downloadisn... VDP-wvSphere Data Protection 5.

3. Go through the VMware vSphere Update Manager installation wizard. You will be
required to accept the End User License Agreement and click on the Install button
to install the client.

i VMware vSphere Update Manager Client 5.1

Ready to Install the Program
The wizard is ready to beain installation,

Setup has detected that VMware vSphere Client is installed under C:\Program Files
(x86)\WMware\Infrastructure\Wirtual Infrastructure Client) directory. YMware vSphere
Update Manager Client 5.1 will be installed under C:'\Program Files

(x86) \WMware\Infrastructure\Virtual Infrastructure Client\Plugins\Update Manager 5. 1Y
location.

Click Install to begin the installation or Cancel to exit the wizard.

Installshield

< Back Install Cancel
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4. Once the extension is installed, its status in the plugin manager is Enabled and the
Update Manager tab becomes available for each ESXi host.

ns | Permissions | Maps | Storage Views | Hardware Status [P L LGl
Mame contains: I Clear Sean...  Attach... Help  Admin View

Aftached Baselines - |Type HostCompliance |# Hosts

@ Ar B| [0 AllApplicable Hosts 1

(® Critical Host Patches (Predefined) Patch & Non-Compliant 1]

(# Mon-Critical Host Patches (Predefined) Patch & Incompatible 0

+" Broadcom Patch (@ Unknown 1

" Dell Upgrade " Compliant ]
Unknown O

Creating baselines and groups

Unfortunately, staging and remediation are not available in vSphere 5 Web Client. For the
majority of administrators, it means that to update ESXi hosts, they will have to use vCenter
Client and for the purpose of this recipe, all further steps and screenshots are considering

only the old vCenter Client.

Update Manager comes with predefined baselines. Administrators can create their own
baselines or groups. To accomplish this, perform the following steps:

1. Select a host and go to the Update Manager tab.

2. Switch to Admin View.

3. Right-click on the white space and select New Baseline....

GRS INEEE Ll Rel 1l Configuration ' Events | Notifications ' Patch Repository | ESXi Images | WA Upagrades

View Baselines for: ’m VMs/vas
Baselines Create... Edit... Delete
| Baseline Mame |Cor1terrt Type Component Last Modified
Eeritical Host Patches (Predefined) 273 Dynamic Host Patches 2015-03-07 9:42:. .
g Mon-Critical Host Patches (Prede. 811 Dynamic Host Patches 2015-03-07 9:42:..
[Heroadcom 8 Dynamic Host Patches 2015-03-07 9:42:...
EIDEII Wiware ESXi Release 5... Fixed HostUpgrade 2013-12-1111:4...

Mew Baszeline...

View Column

»
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4. Type the baseline name, select Baseline Type, and click on Next.

(]

) -

New Baseline

Baseline Name and Type
Enter a unique name and select the baseline type.

Baseline Name and Type (—Baseline Mame and Description
Patch Options

Criteria Name: JPatches
Patches to Exduds

Additional Patches Description:

Ready to Complete

—Baseline Type
Host Baselines VA Baselines
¥ Host Patch ¢ VA Upgrade

" Host Extension

" Host Upgrade

Host Patch baselines contain patches to apply to a host or set of hosts based on applicability. If
the baseline contains patches for software thatis not installed on a particular host, the patch will

be ignored for that host.

Help <Back | Next = I Cancel |

5. Choose the patch option for the baseline and click on Next.

@ New Baseline

Patch Options
Select the type of patch baseline that you want to use.

Baseline Name and Type

Patch Options Select a dynamic or fixed baseline.
Criteria

Patches to Exdude

Additional Patches

Ready to Complate " Fixed

Fixed baselines remain the same even if new patches are added to the repository.

% Dynamic
Dynamic baselines are updated when new patches meeting the specified criteria are
added to the repository.

Help | < Back | MNext > I Cancel |

4




6. Select the criteria to filter patches and click on Next.

(]

Dynamic Baseline Criteria

New Baseline

The following criteria determine the patches induded in this baseline

Baseline Name and Type
Patch Options

Criteria

Patches to Excude
Additional Patches
Ready to Complete

Enter specific aiteria to determine the set of patches induded in the dynamic baseline. The set will contain

only the patches that match all fields.

Patch Vendor: Product:
WMware, Inc, embeddedEsx 4.0.0
AMCC embeddedEsx 4.1.0
MNeterion esx 4.0.0
Cisco Systems, Inc. esx 4. 1.0
Broadcom beddedEsx 5.0.0
embeddedEsx 5.1.0
embeddedEsx 5.
embeddedEsx 6.%
Severity: Release Date:
An
ow " onorAfter | March 3, 3015 |
Moderate
Tmportant ™ Onorgefore | March 3, 2015 |
Critical
Category: 611 patches match the selected criteria. Click Next to view patch
details.
Security
BugFix
Enhancement
Other

Help |

<Back | Next = I

Cancel |

7. Select patches to include in this baseline and click on Next.

(]

Patches to Exclude

New Baseline

_— |

Select patches to exdude from the dynamic baseline. If you want to keep all dynamic patches listed in the table, dick Next.
To change the dynamic baseline criteria, dick Back.

Baseline Name and Tvpe
Patch Options

Criteria

Patches to Exclude
Additional Patches
Ready to Complete

There are 611 patches in this dynamic baseline matching the criteria on the previous page. Select patches that
ou want to permanently EXCLUDE from this baseline., Double-dick a patch for details.

Patch Name, Product or Type contains: - I Advanced.. Clear

Patch Mame Product Release Date |Type ‘Severity ‘Calegory
Updates VMX esx 4.0.0 2009-07-09 4:00: Patch Critical Other
Updates ESX Scripts esx 4.0.0 2009-07-09 4:00.... Patch Critical Other
Updates VMware Tools esx 400 2008-07-09 4:00:... Patch Moderate Other
*®  Updates CIM esx 4.00 2009-07-08 4:00.... Patch Critical Other
Updates krb5 and pam... esx 4.0.0 2009-07-09 4:00.... Patch Critical Security
*  Updates sudo esx 400 200%-07-08 4:00:.. Patch Critical Security
Updates curl esx 4.0.0 2009-07-09 4:00.... Patch Critical Security
Updates SCSI Driver fo.. esx 4.0.0 2008-07-08 4:00.... Patch Critical Other _lJ
4]
=
Patches to Exdude
Patch Name |Produc:1 |Flelaase Date |Type ‘Saventy ‘Gategary ‘Impﬁct
Updates CIM esx4.0.0 2009-07-09 4:00... Patch Critical Other Hostd R
Updates sudo esx4.0.0 2009-07-09 4:00... Patch Critical Security

| i

= Back

| Mext > I

Cancel |

Chapter 6

235




Basic Administrative Tasks

8. Select the additional patches if available, click on Next, review settings, and click
on Finish to create the baseline.

Two or more non-conflicting baselines can be joined to a baseline group, which allows
scanning and remediating objects against more than one baseline at the same time.
To do this, perform the following steps:

1. In Admin view, click on Create beside Baseline Groups.

2. Select Baseline Group Type, give the group a name, and click on Next.

@ New Baseline Group Wizard = B
Mame and Type
Enter a unique name and select the type for this baseline group.
Name and Type Baseline Group Type
Upgrades
Patches {* Host Baseline Group
Extensions " Virtual Machines and Virtual Appliances Baseline Group
Ready to Complete
Baseline Group Name
Baseline Group Name: |Mew Baseline Group
| Mext > Finish | Cancel |
Y

3. Inthe next steps of the wizard, add upgrade baselines, patch baselines, and
extension baselines, and click on Finish when the selections are completed.
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o] New Baseline Group Wizard = B
Patches
Select patch baselines for this baseline group.
Name and Type Select the patch baselines for this group.
Upgrades
Patches I |Patch Baseline Name |Type |
Extensions | Critical Host Patches (Predefined) Host Patches
Ready to Complete | Mon-Critical Host Patches (Predefined) Host Patches |
[ Broadcom Hest Patches
Create a new Host Patch Baseline...
Help < Back | Mext = Finish Cancel |
Y

Attaching baselines or groups to hosts

The existing baselines or groups can be attached to hosts for scanning and remediation against
the patches from the attached baselines. To accomplish this, perform the following steps:

1. Select a host and go to the Update Manager tab.

2. In Compliance View, which should open by default, click on Attach.
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3. Select baselines or groups from the list and click on the Attach button.

@ Attach Baseline or Group = =
Select the Baseline or Baseline Group that you want to attach to esxi-03

Individual Baselines by Type Create Baseline...

MName Type |
= Patch Baselines
v Jﬁ Critical Host Patches (Predefined) Host Patch |
Extension Baselines

Upgrade Baselines

Baseline Groups Create Baseline Group...
Name Type
Help | Attach Cancel I

Attached baselines and groups can be reviewed in Compliance View under the Attached
Baseline Groups or Attached Baselines sections:

Summary " Virtual Machines | Performance [ Canfiguration " Tasks &Events " Alarms " Permissions | Maps | Storage Views " Hardware Status . [T R LTl

Mame contains: Clear  Seaan... Attach...  Help

Admin View
Aftached Baseline Groups - | |Attached Baselines - [Type | [HostCompliance | Hosts|
(@) All Groups and Independant Baselines > (@ »| |E ANl Applicable Hosts 1 |

(@ Critical Host Patches (Predefined) Patch &3 Mon-Complant [

(@ Mon-Critical Host Patches (Predefined) Patch A Incompatible [

+ Broadcom Patch @ Unknown 1

W Dell Upgrade + Compliant 0
Unknown O

238




Chapter 6

Scanning and remediating objects
Once the required baselines are attached, perform the following steps:

1. Click on the Scan link from the Compliance view to check the host against the
attached baselines.

2. Select both Patches and Extensions and Upgrades and click on Scan.

@ Confirm Scan “

Scan the selected hosts for:

[¥ Patches and Extensions

v Upgrades

Help | Scan Cancel |

After the scan is completed, instead of question marks next to each attached baseline,
The Update Manager will change the icon according to the compliance status:

Alarms | Permissions ' Maps ' Storage Views ' Hardware Status  JUsfsELRGENET]

Name contains: I Clea Scan,

- Attached Baselines - |Type

| & AN >
&3 Critical Host Patches (Predefined) Patch
&3 Non-Critical Host Patches (Predefined) Patch
+" Broadcom Patch

ind & Incompatible and & Unknown Hosts
| Patches Upgrades Extensions
&9 34 - Details
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To review the missing patches, click on the link in the Patches column. Updates marked

Missing will be installed during remediation:

€3 Missing (Mon-compliant) - 34 — Obsoleted by Host - 19 +" Installed (Compliant) - 17
— Mot Applicable - 531 — MNew Module - 10

Patch Name or Release Date contains: - Clear
Patch Mame Vendor Compliance Patch 1O |Sewerityur |Category |Impat:1 |Release Date Iﬂ
bnx2x driver for ESX Broadcom +" Installed bnx2x-1.74.17.. Important Other Reboot, Maint... 2012-09-28 6. |
cnic driver for ESX Broadcom + Installed  cnic-1.74.04.v.. Important Other Reboot, Maint... 2012-10-03 4:...
cnic_register driver for ESX Broadcom +" Installed cnic_register-... Important Other Reboot, Maint... 2012-10-05 9:...
Updates ESX 5.1 esy-bas... VMware, Inc. &3 Missing ESX¥i510-2014... Critical Security Reboot, Maint... 2014-01-16 3:...
Updates ESXi 5.1tools-lig... VMware, Inc. &3 Missing ESXi510-2014... Important Security 2014-01-16 3:...
Updates ESXi 5.1 esx-xlibs.. VMware, Inc. & Missing ES¥i510-2014... Moderate Security Reboot, Maint... 2014-01-16 3:...
Updates ESX 5.1 esx-bas... YMware, Inc. €3 Missing ES¥i510-2014... Critical BugFix Reboot, Maint... 2014-01-16 3:...
Updates ESXi 5.1tools-lig... VMware, Inc. &3 Missing ESXi510-2014... Critical BugFix 2014-01-16 3:...
Updates ESXi 5.1 net-tg3 ... VMware, Inc. &) Missing ESXi510-2014... Important BugFix Reboot, Maint... 2014-01-16 3:...
Updates ES¥ 5.1 net-e10... VMware, Inc. &3 Missing ESXi510-2014... Important BugFix Reboot, Maint... 2014-01-16 3:...
Updates ESX 5.1 scsi-rete... VMware, Inc. &3 Missing ESXi510-2014... Important BugFix Reboot, Maint... 2014-01-16 3:...
Updates E3X 5.1 scsi-mpt... VMware, Inc. &3 Missing ESXi510-2014... Important BugFix Reboot, Maint... 2014-01-16 3:...
Updates ESXi 5.1 sata-ata... VMware, Inc. 3 Missing ESX¥i510-2014... Important BugFix Reboot, Maint... 2014-01-16 3:...
Updates ESX 5.1 sata-ahc.. VMware, Inc. €3 Missing ES¥i510-2014... Important BugFix Reboot, Maint... 2014-01-16 3

To apply missing patches and updates, click on the Remediate button and follow the

wizard prompts:

1. Select baselines:

@

Remediation Selection

Remediation Selection
Patches and Extensions

Select the target objects of your remediation.

Remediate

Select the baselines or baseline groups to remediate.

Groups and Types

Schedule

Host Remediation Options

Cluster Remediation Options

Ready to Complete

Mame | IVlName < | Type |

Baseline Groups | ¥ Broadcom Hast Patches

Individual Baselines by Type ¥ Critical Host Patches (Predefined) Host Patches |
f+ Patch Bazelines ¥ Mon-Critical Hest Patches (Predefined) Host Patches
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2. Exclude certain patches if necessary:

@

Remediate - o IEN]

Patches and Extensions
Select the spedific patches and extensions that you want to apply.

Remediation Selection Your remediation indudes a dynamic baseline. The exact list of applicable patches might change before remediation occurs. Even if the list does
mmns change, any patch that you exdude now will not be applied.
Schedule
Host Remediation Options Patch Name, Type or Vendor contains: - I Clear
E:‘:;;rtiin::;:t? Optians v | Patch Name |Type |Seventv |Categcrv |Impa[:l |Release Date ‘Vendur |Patc:h D
[ Updates ES... Patch Critical Security Reboot, Ma... 2014-01-16 3:00... VMware, Inc. ESXi510-20...
[ Updates ES... Update Critical BugFix Reboot, Ma... 2014-01-16 3:00... VMware, Inc. ESXi510-20...
¥ Updates E5... Update Critical BugFix 2014-01-16 3:00... VMware, Inc. ESXi510-20...
¥ WMware ES.. Rollup Critical BugFix Reboot, Ma... 2014-01-16 3:00... VMware, Inc. ESXi510-U...
¥ Updates esx... Patch Critical Security Reboot, Ma... 2014-04-29 4:00... VMware, Inc. ESKi510-20...
[¥ Updates esx.. Patch Critical BugFix Reboot, Ma... 2014-04-29 4:00... VMware, Inc. ESXi510-20...
¥ Updates esx... Patch Critical Security Reboot, Ma... 2014-07-31 4:00... VMware, Inc. ESXi510-20...
¥ Updates esx... Patch Critical BugFix Reboot, Ma... 2014-07-31 4:00... VMware, Inc. ESXi510-20.
¥ Updates ES... Update Critical BugFix Reboot, Ma... 2014-12-04 3:00... VMware, Inc. ESXi510-20...

3. Select when the update will happen:

Remediate = &

Schedule
Specify the time of the remediation task.

Remedistion Selection

Patches and Extensions T IHOSt update
Schedule Task Desaription: ||

Host Remediation Options

Cluster Remediation Options R di 1 Time:

Ready to Complete

Remediate the selected hosts:

= Immediately

At time: 2015-03-17 3:30:00 PM |
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4. Choose host remediation options and click on Next.

@ Remediate = &

Host Remediation Options
Spedfy the maintenance mode options of the remediation task,

Remediation Selection Maintenance Mode Options:

Patches and Extensions i. These options also apply to hosts in dusters.

Schedule

Host Remediation Options Before host remediation, ESX/ESXi hosts might need to enter maintenance mode. Virtual machines and virtual appliances must be shut
Cluster Remediation Options down or migrated. To reduce the host remediation downtime, you can select to shut down or suspend the virtual machines and

Ready to Complete appliances befare remediation from the drop-down menu below.

Power state: |Dn Mot Change VM Power State j
™ Disable any removable media devices connected to the virtual machines on the host.

¥ Retry entering maintenance mode in case of failure
Retry delay: 5 3: minutes x
Number of retries: 3 3:

ESXi 5.x Patch Settings
™ Enable patch remediation of powered on PXE booted ESXi hosts

I PXE booted ESXi hasts revert to their original state after a reboot. To keep new software and patches on stateless hosts after a
reboot, use a PXE boot image that contains the updates.

5. Choose cluster remediation options, and click on Next and then on Finish.

@ Remediate = =

Cluster Remediation Options

Remediation Selection To remediate dusters, first you should temporarily disable certain duster features. Update Manager automatically re-enables the features
Patches and Extensions after remediation.

Schedule

Host Remediation Options
Cluster Remediation Optic

¥ Disable Distributed Power Management (DPM) if it is enabled for any of the selected dusters,
Ready to Complete

[” Disable Fault Tolerance (FT) ifit is enabled, This affects all fault tolerant virtual machines in the selected dusters,

ﬁ If you let Update Manager disable FT when necessary, you should remediate all the hosts in a duster, so that the hosts remain
consistent. This way FT can be re-enabled after remediation.

Update Manager does not remediate hosts or dusters on which the features remain enabled.

[ Disable High Availability admission control if itis enabled for any of the selected dusters.

[” Enable paralel remediation for the hosts in the selected dusters,
=

& H=
[~ Migrate powered off and suspended virtual machines to other hosts in the duster, if a host must enter maintenance mode.

Generate a report of the current configuration and changes during remediation: Generate Repart

The host will likely require a reboot. Depending on the options chosen, it will be placed in
maintenance mode and all virtual machines will be migrated off of it.
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Improving Environment
Manageability

In this chapter, we will cover the following recipes:

» Categorizing objects in the environment

» Scheduling the VM clone

» Redirecting VMkernel dumps to another server
» Gathering network traffic

» VDS configuration backup and restore

» Management network configuration recovery

» Choosing a MAC address prefix

» Getting familiar with the new CLI

» Configuring the firewall from CLI

» Bypassing "hostd" when it's unresponsive with CLI

Introduction

This chapter describes small administrative tasks, which play a less important role in the
vSphere environment administration compared to tasks discussed in previous chapters.

At the same time, they can make an administrator's life easier by improving environment
manageability. We will take a look at how to categorize objects in the environment, schedule
VM clone, use the command line, and backup and restore virtual switch configuration.
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Categorizing objects in the environment

vSphere 5 and Web Client have introduced a new feature called Tagging. Tags are just
labels containing metadata information, which can be attached to objects in the vSphere
environment for categorization.

Tags can be attached to datastores, datastore clusters, VMs, and so on. Such categorization
allows making objects in the environment searchable and sortable, which helps with
management and scripting.

Tags can be grouped into categories that define which objects these tags can be applied to.

For example, administrators can categorize virtual machines by a guest OS, or datastores
by their characteristics, such as storage speed, redundancy, and so on.

Tags are supported through Web Client and are not interchangeable with user-defined
capabilities in vCenter Client, so we will use Web Client to tag objects in the following example.

If you used attributes in vCenter Client, they can be migrated to tags with

the vCenter Attributes migration wizard. The wizard can be started in Web
3 Client by going to Summary | Custom Attributes | Edit | Migrate for any
Q object that has custom attributes assigned.

During the migration attribute, names are converted to categories while
attribute values become tag names.

Tags must be unique within the vCenter Server. This requirement defines their scope. Objects
keep the assigned tags within vCenter Server boundaries. For example, a VM migrated
between hosts or clusters and managed by one vCenter will not lose its tags.

How to do it...

To create a storage tag in Web Client, perform the following steps:

1. Select a datastore, folder, or datastore cluster.
2. Go to Manage | Tags.

3. Click on the New tag button.

4

Type the name, select New Category, choose vCenter Server, type the category
name, and make sure that Datastore is checked under Associable Object Types.
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¥ New Tag

Tag

MName

‘Raidm |

Description: ‘

Category:

| New Categary

Category

vCenter Server:
Category Name:

Description:
Cardinality.

Associable Object Types:

| veo1 ‘vl

[RAID_level |

(=) One tag per object
() Many tags per object

[] ANl objects
[] Cluster
[] Datacenter

[] Datastore Cluster
[] Distributed Port Group

0K Cancel

5. Click on OK.

To associate a tag with another datastore in Web Client, execute the following steps:

1. Right-click on the datastore and select Assign tag.

2. Choose the tag from the list and

click on Assign.

£# NetApp-Vmware2 - Assign Tag ()
o] Categories: | All Categories |~ ] (@ Filter
Tag Name 1a Category Desaription
7 Raid10 RAID_|evel
1
H 1items [o~
Assign Cancel
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Once objects have been assigned tags, they can be searched by going to Home | Search:

4 Home o X
@, Search: "RAID10"

) Taas

H Datastores
Tags

& Raid10

O RAID1O

Search results:

</ Tags | E Datastores

£}

Name

5 @ ¢ B2 B

B NetApp-Vmware1
B NetApp-Ymware2

ik Actions ~
1 a Status Type
VMFS5

VMFS5

& Mormal
& Mormal

Tags can also simplify filtering and scripting. For example, in PowerCLI, the get-datastore
command with the tag key can be used to filter only tagged datastores:

Mware vSphere PowerCLI 5.8 Release 1
PowerCL]I C:“Program Files {(xB&>“UMwaresInfrastructuresuvSphere PowerCLIX> get—datau

store

esxi—B2:storagel
esxi—Bl:storagel

Promise_spin_2
Promise_S5D_8

store —tag RAIDIA

MetApp—-Unuarel
NetApp-Unuare?

FreeSpaceGB

13@.552
13@.552
529.018
552.715
469 .358
522.945
317.723
704 ._441
39%.108
3086 .695
166.887

FreeSpaceGB

L29.81A
552.715

CapacityGB

131.56868

131 .5688
2,.552.758
2.560.008
2,.560._000
2.847.758
2.847.75%8
2,423 000
2.847.758

745758
1.394.0688

PowerCLI C:sProgram Files <x86>“UMwarexInfrastructures~uvSphere PowerCLI> get—data

CapacityGB

2.552.75%8
2.560._000

PowerCLI C:“Program Files {xB86>“UMware~Infrastructures~vSphere PowerCLI> _

Scheduling the VM clone

The vCenter task scheduler discussed in the Automating tasks with scheduler recipe in
Chapter 6, Basic Administrative Tasks, allows the automation of a lot of management tasks.

At the same time, it has limitations. For example, it does not allow scheduling virtual machine
clones, which may be necessary when a copy of a VM is needed.

In this, and similar situations, administrators can use Windows Task Scheduler to run the
PowerShell script with PowerCLI commands.
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Getting ready

Before creating and testing the following VM deployment script described, make sure that:

» PowerCLI 5.8 or later is installed on the server, where the script will be executed
» The user account that will be used has permissions to clone virtual machines

How to do it...

To accomplish the task, we will create the PowerShell script and schedule it in Windows
Task Scheduler.

Creating the script
The PowerShell script to clone a VM consists of the following commands:

1. Define variables used later in this script:
Sdate = Get-Date

SvcServer = "<vCenter Server address>"

SfromVMname = "<Existing VM>"

SnewVMName = "<Name of the clone>"

StgtEsxName = "<Target host>"

StgtDatastoreName = "<Target datastore>"

SuserName = "<username with appropriate rights>"
SpassWord = "<passwords>"

Snotes = ("Clone of: " + $fromVMname + " for backup.
Created on: " + S$date)

2. Connect to the vCenter Server:

Connect-VIServer -Server S$SvcServer -User Susername -
Password S$passWord

3. Delete the old clone if it exists:

SVmExXist = Get-VM -Name S$newVMname -ErrorAction
SilentlyContinue
if ($SvmExist -ne $null)

{

Remove-VM -deletefromdisk -VM $newVMName -confirm:S$false

}

4. Clone the VM:

ScloneTask = New-VM -Name $newVMName -VM $fromVMname -VMHost
StgtEsxName -Datastore S$tgtDatastoreName -RunAsync

Wait-Task -Task $cloneTask -ErrorAction SilentlyContinue
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Get-Task | where {$ .Id -eq $cloneTask.Id} | %{
if ($_.State -eq "Error") {

Sevent = Get-VIEvent -Start $ .FinishTime | where
{$_ .DestName -eq $newVMName} | select -First 1

SemailFrom = <email address>

SemailTo = <email address>

$subject = "Clone of " + $newVMName + " failed"

Sbody = $event.FullFormattedMessage

$smtpServer = <SMTP server IP or FQDN>

$smtp = new-object
Net.Mail.SmtpClient ($smtpServer)

$smtp.Send($SemailFrom, S$SemailTo, S$subject, S$body)

}

Add notes to the clone:
Set-VM -VM $newVMName -Notes S$notes -confirm:S$false

Disconnect from the vCenter Server:

Disconnect-VIServer -Server $vcServer -Confirm:S$false

Creating a scheduled task

To schedule the PowerShell script to run in Windows Task Scheduler, execute the
following steps:

1.
2.
3.

® N o o
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On the Windows Server, go to Server Manager | Configuration | Task Scheduler.
Right-click on Task Scheduler Library and select Create Task.

In the General tab, provide the task name and user account that will be used to
run the task.

Select Run whether user is logged on or not and check the Run with highest
privileges option.

Go to the Triggers tab, click on New, and create a schedule for the task.
Click on OK, go to the Actions tab, and click on New.

Under Action, choose Start a program.

In the Program/script field type the following path:
C:\Windows\System32\WindowsPowerShell\vl.0\powershell.exe

In the Add arguments (optional) field type the following:

-PSConsoleFile "C:\Program Files
(x86) \VMware\Infrastructure\vSphere PowerCLI"\vim.pscl -
command "&{<path to Power Shell scripts>}"
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Edit Action | x|
Wou must specify what action this task will perfarm,
Action: IStart 3 program j

Settings

Prograrm/script:

Ik::\Windows\System32\WindowsPowerSheH\vl‘D\p owers Browse...

Add arguments (optional): -PEConsoleFile "ChProg
Startin (optional):

10. Click on OK twice to create the task.

Redirecting VMkernel dumps to another

server

vSphere 5 has introduced VMware vSphere Network Dump Collector—a service that allows
an ESXi host to send diagnostic information to a remote location in case of a failure with the
pink diagnostic screen.

Diagnostics information can be sent to a remote host instead, or in addition to the local
store. This information is useful for troubleshooting host failures.

For more information about interpreting the pink screen, refer to the VMware
2 KB article 1004250 at http://kb.vmware.com/kb/1004250.

The advantage of sending dump to a remote location is that under certain circumstances,
it cannot be saved locally. For example, a failure can be caused by local storage issues.
Another case is when the ESXi host does not have a local storage at all. The OS may be
running from the USB drive or SD card. The absence of a local storage will also be the case
for autodeploy configurations.

Dump Collector is available as a Windows service and has to be installed separately.
It can be installed on the same server as vCenter Server. It comes with the vCenter
Server Virtual Appliance.

Getting ready

Before implementing Netdump, administrators should be aware of the following requirements
and limitations:

» ESXi host administrative access is required to enable the feature.
» Core dumps will be sent using the Netdump protocol, which supports only IPv4.
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» Network traffic is not encrypted; it uses UDP/6500 by default.

» Netdump does not support any authentication or authorization mechanisms,
so there is no way to verify the integrity or validity of the data collected.

» Network Dump Collector is incompatible with VMkernel ports configured for
EtherChannel/LACP.

» Netdump Collector is not supported on vSphere Distributed Switch.
» By default, only 2 GB of diagnostic information is stored and older dumps are deleted.

» The default timeout to receive files is 60 seconds. Any partial files are deleted once it
expires. Unfortunately, this value is not configurable.

How to do it...

Before core dump collection can occur, both sides have to be configured—remote collector
service and the ESXi host.

Configuring the Netdump collector service

The Dump Collector service installed on the Windows Server can be configured by making
changes to the vimconf ig-netdump .xml configuration file located in the following directory:

C:\ProgramData\VMware\VMware ESXi Dump Collector)\
An administrator can change:

» defaultDataPath: This is the value that defines a folder where dumps will be stored
» port: This is the UDP port the service is listening on
» maxSize: This is the amount of disk space allocated to core dumps in GB

The Dump Collector service has to be restarted after any changes to vinconfig-netdump.
xml. To do this from the Windows-elevated Command Prompt, run the following command:

net stop vmware-network-coredump

net start vmware-network-coredump

The Dump Collector service comes preconfigured with vCenter Virtual appliance. Its settings
can be changed using the web interface:

1. Logintohttps://<vCenter appliance address>:5480/ with the
administrative account.
2. Goto Services | NetDump.

Change the UDP port and maximum disk space allocated to core dumps as required.
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Click on Save Settings.

Go to the Status tab.

Click on Stop ESXi Services.
Click on Start ESXi Services.

N o o s

Configuring the ESXi host for Netdump

ESXi hosts can be configured to send core dumps to the remote network location either
through the host profile or with the ESX command line (esxcli).

To configure the host profile in Web Client, perform the following steps:

1. Goto Home | Rules and Profiles | Host Profiles.
2. Select the existing profile and go to Actions | Edit Settings.

If no profile exists, you will need to create a new profile. More details

about host profiles can be found in the Keeping host configuration
’ consistent recipe in Chapter 3, Increasing Environment Scalability.

3. Go to the 2 Edit Host Profile step.

Go to Networking configuration | Network Coredump Settings, and perform the
following steps:

o Enable the feature
o Specify the network interface to be used for outbound traffic
o Type the IP address of the remote server and port it's listening on

Fixed Metwark Metwork Coredump settings T

Coredump Palicy
*Metwork Coredump V| Enabled

enabled

HostMIC to use vmkd
Metwork Coredump 192 168.0.56
Server P

Metwork Coredump 6500

Server Port

5. Click on Next and Finish to save changes.
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To configure hosts for Netdump with the command line, perform the following steps:

1. Open a console session to the host or connect remotely via SSH.
2. Review the current settings:

esxcli system coredump network get

3. Specify the outbound interface, IP address, and UDP port of the remote collector:

esxcli system coredump network set --interface-name
<VMkernelInterface> --server-ipv4 <IPAddress> --server-port
PortNumber

4. Enable the configuration:

esxcli system coredump network set --enable true

5. Check the functionality of the collector server:

esxcli system coredump network check

6. Output in case of success should be as follows:

Verified the configured netdump server is running
7. Save the configuration permanently:

/sbin/auto-backup.sh

Gathering network traffic

Often, for troubleshooting or auditing purposes, the network traffic has to be mirrored to a
remote collector. The most common solution is to use the NetFlow protocol, which collects
the IP traffic as records and sends them to the remote server for analysis.

In vSphere 5, NetFlow Version 10 is supported by vSphere Distributed Switch. vSphere
Distributed Switch requires the Enterprise Plus license.

Traffic which can be collected includes the following:

» VM-to-VM traffic within one host
» VM-to-VM traffic between hosts
» VM to physical network traffic
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How to do it...

To configure NetFlow in Web Client, execute the following steps:

1.

2
3.
4

5.

[

Select Distributed Switch.

Go to Manage | Settings | NetFlow.

Click on Edit.

Specify the IP address and port of the NetFlow collector.

()

(o dvSwitch - Edit NetFlow Settings

IP address: 192 168 . 0 .

[« B

Port: 5020

Switch IP address:

0 Assigning an IP address to the distributed switch enables the NetFlow
collector to interact with the distributed switch as a single switch, rather
than seeing a separate, unrelated switch for each associated host.

Advanced settings

Active flow export timeout (Seconds): G0 z
Idle flow export timeout (Seconds): 15 z
Sampling rate: o z
Process internal flows only: | Disabled | M

OK Cancel

Specify the IP address of Distributed Switch, change Advanced Settings if required,
and click on OK.

More information on Advanced Settings is available in the There's
L more... section of this recipe.

In vCenter Client, NetFlow settings are available in Distributed Switch settings:

1. Right-click on Distributed Switch.
2. Click on Edit Settings.
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3. Go to the NetFlow tab. Specify the IP address and port of the NetFlow collector.

@ dvSwitch Settings

Properties ] Metwork Adapters ] Private VLAN NetFlow I Part Mirroring ]

NetFlow
Collector Settings

1P address: 192 , 168 . 0 , 52 VDS IP address: . . .

Port; 5020 = The vSphere distributed switch will be identified with this IP
address at the NetFlow collector. Specify the VDS IP address
to prevent all hosts from appearing as separate anonymous
switches at the collector,

Advanced Settings

Active flow export timeout: 60 El:
Idle flow export timeout: 15 El:
Sampling rate: 0 3:

I Process internal flows only

Help QK | Cancel |

4. Specify the IP address of Distributed Switch, change Advanced Settings if required,
and click on OK.

The VDS IP address is required to differentiate the traffic collected from different switches in
one environment.

Advanced settings control the sampling rate and export timeouts for active and idle flows.

Timeouts define how often gathered data is sent to the NetFlow collector. To generate alerts
and view troubleshooting data, the Active flow export timeout setting should be close to 1
minute. Increasing this value may cause spikes in traffic reports.

Idle flow export timeout is used to ensure that finished flows are being sent to the collector
periodically. The default setting will be sufficient for most environments. Increasing this value
to more than 250 seconds may cause traffic levels that are too low in the reports.

Enabling NetFlow will have an impact on the host CPU usage. The significance of this impact
depends on the number of flows in the environment. If enabling NetFlow increases CPU
utilization to an unacceptable level, change the sampling rate or choose to monitor only
internal flows.
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The sampling rate defines the amount of information collected for a flow, for example, a rate
of 1 means that data from every second packet will be collected. A rate of x means that x
number of packets will be dropped after each collected packet.

Internal flows are the network activity between virtual machines running on the same host.
When this setting is chosen, only such traffic will be collected.

VDS configuration backup and restore

vSphere 5 offers the administrator an option to back up and restore the virtual switch
configuration. This feature may be useful for backup purposes in case of configuration
corruption. It can also be helpful if the same switch configuration has to be created in
another environment.

How to do it...

To export the Distributed Switch configuration in Web Client, perform the following steps:

1. Right-click on the switch and go to All vCenter Actions | Export Configuration.

2. Select either the Distributed switch only or Distributed switch and all port
groups option.

i@ dvSwitch - Export Configuration 7

Configurations to export: = Distributed switch and all port groups
Distributed switch only

Description:

OK Cancel

3. Click on OK and then on Yes.
4. Select the location to save the backup, make sure it's . zip, and click on Save.

Use switch configuration restore to reset any changes made or to recover the corrupt
configuration; it can be accomplished with the following steps:

1. Right-click on the switch and go to All vCenter Actions | Restore Configuration.
2. Click on Browse and select the backup file.
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3. Select either the Restore distributed switch and all port groups or Restore
distributed switch only option.

& dvSwitch - Restore Configuration

1 Restore swilch confiquration Restore switch configuration

Restore distributed switch from a file.

2 Ready to complete

a Restoring a distributed switch backup will overwrite the settings of the switch and its port groups. Port groups that are not part of
the backup will be retained

Select a distributed switch backup file

Browse
=) Restore distributed switch and all port groups
Restore distributed switch only

4. Click on Next and then on Finish.

To import the backup that creates a new Distributed Switch, and can be done in the same,
or a different environment, perform the following steps:

1. Right click on the datacenter and go to All vCenter Actions |
Import Distributed Switch.

2. Click on Browse and select the backup file.

Select Preserve original distributed switch and port group identifiers.

{ LAB - Import Distributed Switch

1 Import switch configu ration Import switch configuration

Impaort distributed switch from a local file.

2 Ready to complete

Select a distributed switch backup file

Browse...

[/] Preserve ariginal distributed switch and port group identifiers

4. Click on Next and then on Finish.

Management network configuration

recovery

The vSphere Distributed Switch backup and restore functionality has been discussed in the
VDS configuration backup and restore recipe of this chapter. One of the additional features
of this functionality introduced in vSphere 5.1 is the ability to recover settings for a single
port group instead of restoring configuration for the whole virtual switch.
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This feature is useful in situations when the Distributed Switch has been misconfigured, which

causes interruption or outage. Network rollback is enabled by default but can be disabled,
which is not recommended.

How to do it...

If a change has been made to the virtual switch port group that unexpectedly broke, the
required functionality administrator can perform the following steps to revert the port group
configuration to the previous state:

1. Right-click on the Distributed Switch port group.

2. Go to All vCenter Actions and select Restore Configuration.

3. Choose the Restore to previous configuration option.

dvPortGroup - Restore Configuration

1 Restore port group Restore port group configuration
configuration Restore distributed port group from previous configuration or from a file

2 Ready to complete

(=) Restore to previous configuration
() Restore configuration from a file

Browse...

4. Click on Next and then on Finish.
To disable the Network Rollback feature completely:

1. Select vCenter Server in the Web Client navigator.
2. Go to Manage | Settings | Advanced Settings and click on Edit.

3. Select the config.vpxd.network.rollback key and change its value to false.

| vc01 - Edit Advanced vCenter Server Settings M
Q@ config.vpxd.network -
Key Value Summary
config vpxd.network rollback false -
Key: WValue: Add
OK Cancel

4. Click on OK to apply changes.
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Choosing a MAC address prefix

Under normal circumstances, network adapters of virtual machines get their MAC address
assigned automatically by vCenter. This happens when a VM is created or when the virtual
network adapter is being added to an existing VM. vCenter keeps the MAC address prefix
consistent across virtual machines in the environment. Also, this prefix belongs to the
VMware range.

Such behavior can be an issue in certain situations. One of them is when a physical machine
has been converted to virtual and there is software whose license is tied to the MAC address.

vSphere allows changing MAC addresses assigned to virtual machines. If the whole MAC
address needs to be different, it should be changed in the guest OS and requires a reboot.

The MAC address can also be changed in VM Settings if the default prefix, which belongs
to the VMware, is acceptable.

How to do it...

In vSphere 5.1 and later, Distributed Switch has the default security policy enabled that
prevents virtual machines from changing their MAC addresses. This setting makes sure
that VMs are not able to send packets on behalf of other virtual machines.

If a MAC change is required, this setting has to be turned off. To do this, perform the
following steps:

1. Right-click on a port group that allows MAC address changes and click on
Edit Settings.

2. Go to Security and switch the Forged transmits setting to Accept.

&5 dvPortGroup - Edit Settings

General Promiscuous mode: Reject -

SIET] MAC address changes: Reject -

Securil
Forged ransmits — .

Traffic shaping

VLAN

Teaming and failover
Monitoring

Traffic filtering and marking

Miscellaneous

3. Click on OK.
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To change the MAC address in Windows virtual machine, perform the following steps:

1.

o 0N

Go to Control Panel | Administrative Tools | Computer Management |
Device Manager.

Expand Network Adapters.

Right-click on the VMware network adapter and go to Properties.

Go to the Advanced tab

Select Mac Address or Locally Administered Address depending on the
network adapter type installed.

Switch to Value.

Type the new MAC address.

] 2
==, Device Manager

File  Action View Help
e FE HElinlbEs s

) ymxnet3 Ethernet Adapter #2 Properties

General  Advanced IDriver I Detailsl Hesourcesl FPower Managementl

4| Camputer
g Disk drives The following properties are available for this network. adapter. Click
B, Display adapters the property you want to change on the left, and then select itz value

) DVDJCD-ROM drives e o ik
= Floppy disk drives Fraperty:
‘=5 Floppy drive controllers
g IDE ATAJATAPT controllers

Walue:

Enable adaptive r4 ring sizing - i ID‘I:DD:DE:DE‘
Interript Moderation

Kevboards |Pvd Checksum Offload -
B Mice and other pointing de IP+4 TSO Offlaad Mot Present
| Manitors Jumbo Packet

A Large Fix Buffers
etwork adapters Largs Send Offload V2 IPd)
-8 viixnet3 Ethernet Ada Large Send Offload 2 [IP+E

5T Ports (COM & LPT) [

Processars Max T Qusues

y M axirmum number of RS5 Process:
= Storage controllers Dffload IP Options

| System devices Difload tagged traffic
Dffisad TCP Opfions d|

Ok I Cancel

8. Click on OK and restart the virtual machine to apply changes.

Getting famil

ar with new CLI

In vSphere 5, the new command-line interface has been introduced. The tools are called
esxcli; it offers a structured and intuitive interface with real-time discovery of syntax options.
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The esxcli is the first attempt to standardize multiple command-line tools required; which
before, were different depending on the way the administrator connects to hosts. The new
tool has improved syntax and additional functionalities, which were not available before.
Among them are network and security policies, firewalls, and VIN management.

Esxcli can be used to manage hosts via the ESXi shell, with the vCLI package, which can be
installed on Windows or Linux servers, and through vSphere Management Assistant (VMA).

The general command structure is as follows:

esxcli <connect options> <namespace> <cmd options>

For example, have a look at the following command:

esxcli --server 192.168.1.25 network ip interface list

Among other enhancements is the option to format the output of esxcli commands with
the formatter key and command authentication, which allows authenticating commands
either against individual ESXi hosts or the vCenter Server.

User authentication works in the following way:

» The esxcli ran while logged in locally to the ESXi shell will use credentials of
logged-in user.

» Within the remote connection, credentials can be specified as a part of the
command, for example, have a look at the following command:

esxcli --server ESXi --username user --password 'password'
storage san iscsi list

» When running commands remotely from the Windows Server, the passthroughauth
option can be specified to pass a user's Windows credentials to the command.

» The administrator can also provide a session file with credentials as a parameter
for the commands. The session file does not reveal the password information and
can be used for the duration of commands. It expires after 30 minutes if not used.

How to do it...

The esxcli usage can be the subject of a separate book, so in this recipe, let's take a look at
a few examples on how to use the utility. We will look at power and management operations
and some examples of the networking configuration.

Formatter options

The Esxcli formatter allows modifying the command output for simplicity, visibility, or report
generation purposes.

The output can be formatted as .xml, . csv or key-value pair. An administrator can also filter
fields that will be displayed.
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For example, the default list of network interfaces looks as follows:

~ # esxcli network ip interface list

o2 esxi-01 - PuTTY = =

Management operations

Chapter 7

Esxcli has the maintenanceMode option, which allows the administrator to put hosts in and

out of maintenance mode.

To get the current state of the host run:

s esxi-01 - PuTTY =

261




Improving Environment Manageability

To put the host in maintenance mode, execute the following command:

~ # esxcli system maintenanceMode set -e true -t 0
~ # esxcli system maintenanceMode get
Enabled

Power operations

With the shutdown command available in esxcli, administrators can reboot or shut down
the ESXi host. The hosts have to be in maintenance mode for these operations to be allowed.

To shut down a host run, execute the following command:

~ # esxcli system shutdown poweroff --delay=10 --reason="Maintenance"
A host can be rebooted with the following command:

~ # esxcli system shutdown reboot -d 10 -r "Updates"

In both cases, the reason is the required option, which clarifies the reason for shutdown
or reboot. Delay is also a required option that represents the time interval in seconds
before the host starts the shutdown process.

Networking operations

In ESXi Shell, regular Linux commands to manage the network configuration are not available.
Administrators can use esxcli instead.

The DNS server configuration can be reviewed or changed with the following commands:

i esxi-01 - PuTTY = =
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The network interfaces can be listed using the following command:
esxcli network ip interface list

IPv4 and IPv6 settings for an individual vmknic can be set or listed with the
following commands:

esxcli network ip interface list
esxcli network ip interface ipv4 get -n vmk<X>

esxcli network ip interface ipv6 get -n vmk<X>

The esxcli equivalent to netstat looks as follows:

£ esxi-01 - PuTTY =

Configuring the firewall from CLI

General information about esxcli can be found in the Getting familiar with new CLI recipe
in this chapter. It is a very powerful tool to manage ESXi hosts remotely or locally; it can be
used for configuration tasks and scripting.

vSphere 5 introduced many changes to esxcli. One of them is a separate namespace for
the ESXi firewall configuration.
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The ESXi firewall between the management interface and network is
available in ESXi 5 and later. It is service oriented and not based on

iptables as it was in earlier versions. The ESXi firewall is enabled by
default and often requires changes in the configuration, as default

settings may not be sufficient.

The command structure for the namespace is as follows:

esxcli network firewall (get | set | refresh | load | unload)
esxcli network firewall ruleset (list | set)
esxcli network firewall ruleset allowedip (add | list | remove)

esxcli network firewall ruleset rule list

How to do it...

The firewall get can be used to display the general firewall configuration:

i esxi-01 - PuTTY = =

With firewall set command default action and enabled values can be changed. The
administrator can use the following commands:

esxcli network firewall set --enabled=(true | false)

esxcli network firewall set --default-action=

To load or unload the firewall module, including the rules, use the following command:
esxcli network firewall (load | unload)

After making changes to the rules, run the following command to apply them:

esxcli network fire+wall refresh

Working with rules

To see the existing rules and their status use, execute the command as shown in the
following screenshot:
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esxi-01 - PuTTY

Rules can be enabled or disabled with the following command:

esxcli network firewall ruleset set --ruleset-id=sshClient --
enabled=(true | false)

To verify which IP addresses are allowed by the rule, run the command as shown in the
following screenshot:

esxi-01 - PuTTY

Specific IP addresses instead of all can be allowed with the sequence of the
following command:
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Bypassing "hostd” when it's unresponsive

with CLI

The VMware-hostd service is the main interface between the ESXi host and VMkernel. It is
required for most of the management tasks, including connections from vCenter, the VIC
client directly, or remote command-line connections with esxcli or PowerCLI.

If the hostd service fails, the ESXi host becomes unmanageable. Fortunately, ESXi is still
aware of all the running VMs, datastores, and so on, so the hostd failure does not affect
virtual infrastructure availability. At the same time, most of the management operations
are performed through vCenter, and the ability to power VMs on and off, vMotion, and so
on, is vital for the administrator.

For rare cases, when the hostd service does not respond and cannot be restarted with
standard means, vSphere 5 offers a new utility called localcli.

This tool works similar to esxcli but does not go through hostd, which makes it ideal to
make changes in emergency situations. Any changes made with the tool will not be
reflected in the user's interface or hostd internal state.

. VMware warns administrators that localcli can bring hosts into an
% inconsistent state and should be used carefully, only as a means to
i recover from failure. To be on the safe side, it's advised that the utility
should be used only under the direction of VMware support.

How to do it...

As localcli is an equivalent to esxcli, it csan be used with the same commands:

2l esxi-01 - PuTTY = B
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VMware recommends using this command only as the last resort. If possible, it's advised to
restart the hostd process and start using esxcli. This can be done with the following command:

/etc/init.d/hostd restart
Alternatively, to restart all management agents, execute the following command:

services.sh restart

Please refer to KB 1002849 for more information about troubleshooting an unresponsive
hostd process at http://kb.vmware.com/kb/10028409.
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